ABSTRACT
A growing body of work uses the paradigm of algorithmic fairness to frame the development of techniques to anticipate and proactively mitigate the introduction or exacerbation of health inequities that may follow from the use of model-guided decision-making. We evaluate the interplay between measures of model performance, fairness, and the expected utility of decision-making to offer practical recommendations for the operationalization of algorithmic fairness principles for the development and evaluation of predictive models in healthcare. We conduct an empirical case-study via development of models to estimate the ten-year risk of atherosclerotic cardiovascular disease to inform statin initiation in accordance with clinical practice guidelines. We demonstrate that approaches that incorporate fairness considerations into the model training objective typically do not improve model performance or confer greater net benefit for any of the studied patient populations compared to the use of standard learning paradigms followed by threshold selection concordant with patient preferences, evidence of intervention effectiveness, and model calibration. These results hold when the measured outcomes are not subject to differential measurement error across patient populations and threshold selection is unconstrained, regardless of whether differences in model performance metrics, such as in true and false positive error rates, are present. In closing, we argue for focusing model development efforts on developing calibrated models that predict outcomes well for all patient populations while emphasizing that such efforts are complementary to transparent reporting, participatory design, and reasoning about the impact of model-informed interventions in context.
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1 INTRODUCTION
The use of machine learning to guide clinical decision-making and resource allocation can introduce or perpetuate inequities in care access and quality, ultimately contributing to health disparities [64, 97]. Aiming to detect and mitigate such harms, recent works leverage the algorithmic fairness paradigm [10] to define evaluation criteria and model development procedures that quantify and constrain the magnitude of statistical differences in model behavior or performance across patient subgroups [8, 9, 19, 22, 67, 70, 74, 81, 82, 108]. Within this paradigm, numerous criteria, metrics, and algorithms have been proposed, and both major and minor incompatibilities and trade-offs among them have been identified [21, 25, 32, 51, 53, 71].

The purpose of this work is to synthesize, contextualize, and validate underappreciated limitations of the algorithmic fairness paradigm to contribute to the development of best practices for appropriately operationalizing algorithmic fairness principles in healthcare [99]. We do so in a setting where observational data stored in an electronic health records or claims database is used to fit a patient-level predictive model for a clinical outcome where the score output by the model informs the allocation of a clinical
intervention, typically through comparison of the score to a decision threshold. For our analysis, we assume that the observed outcomes are not subject to unobserved differential measurement error across patient subgroups [45, 64], that the choice of decision threshold used to allocate a clinical intervention on the basis of the output of a predictive model is not constrained by resource or operational constraints [47], and that the values embedded in the data collection and problem formulation processes are transparently reported and reflect those of the patient populations affected by the use of the model [12, 18, 33, 60, 68, 80].

For the development of predictive models to inform clinical decision-making, we argue for aiming to maximize the expected utility that the model-informed intervention confers to each patient subgroup of interest. The notion of expected utility that we consider depends on the values and preferences of affected stakeholders and can be quantified in terms of the expected costs or utilities associated with false positive and false negative errors in binary classification settings or in terms of the expected benefits and harms of the intervention conditioned on risk in more general settings [86, 96]. We hypothesize that, in practice, model development strategies that nominally promote fairness, by constraining for parity in model performance metrics across subgroups or by maximizing worst-case model performance over subgroups, do not confer greater expected utility for any patient subgroup than the approach of identifying a set of calibrated models that predict the outcome well for each subgroup, followed by threshold selection reflecting the contextual assessment of the benefits and harms of the intervention. The key observations motivating this hypothesis are detailed in section 2 and largely follow directly from related work [7, 25, 32, 51, 53, 71, 72, 83, 86, 94–96, 102].

We evaluate our hypothesis through a case study of estimators of the risk of atherosclerotic cardiovascular disease (ASCVD) within ten years to inform the initiation of cholesterol-lowering statin therapy [3, 35, 38, 54, 87]. We conduct experiments to assess which model development strategies confer maximal expected utility for subgroups defined in terms of race, ethnicity, sex, or co-morbidities (type 1 and type 2 diabetes, chronic kidney disease (CKD), or rheumatoid arthritis (RA)). We compare pooled and stratified unconstrained empirical risk minimization (ERM) to regularized fairness objectives and distributionally robust optimization (DRO) objectives that aim to minimize differences in or improve the worst-case area under the receiver operating characteristic curve (AUC) or log-loss across subgroups. We further conduct an analysis to investigate the impact of constraints on differences in true and false positive rates. To evaluate the utility that the model confers, we use the notion of net benefit [94, 96] to define normalized expected utility measures that parameterize the relative value of the harms and benefits of statin initiation on the basis of decision thresholds recommended by clinical practice guidelines. To evaluate net benefit in this setting, we adopt the assumption that the intervention induces constant relative risk reduction (section 3.3).

2 BACKGROUND AND PROBLEM FORMULATION

2.1 Supervised learning for binary outcomes and algorithmic fairness

Here, we introduce the formal notation and key assumptions used throughout the work. Let \( X \in \mathbb{R}^m \) be a variable designating a vector of covariates and \( Y \in \{0, 1\} \) be a binary indicator of an outcome. We consider data that may be partitioned on the basis of a discrete indicator of a categorical attribute \( A \in \mathcal{A} = \{A_k\}_{k=1}^K \) with \( K \) categories. In some cases, \( A \) may correspond to an attribute that describes partitions of the population, where the value of \( A = A_k \) refers to a specific partition defined by the attribute. Examples of attributes used to partition the population include demographic attributes (e.g., race, ethnicity, gender, sex, age subgroup) or strata defined by complex clinical phenotypes or comorbidity profiles. We use the shorthand \( \mathcal{D}_{A_k} \), when referring to the subset corresponding to the subgroup \( A_k \).

The objective of supervised learning with binary outcomes is to use data \( \mathcal{D} = \{(x_i, y_i, a_i)\}_{i=1}^N \sim (X, Y, A) \) to learn a function \( f_0 \in \mathcal{F} : \mathbb{R}^m \rightarrow [0, 1] \) parameterized by \( \theta \). The function \( f_0 \) can be considered to be a risk estimator that, when optimal, estimates \( \mathbb{E}[Y \mid X] = P(Y = 1 \mid X) \). We designate the random variable resulting from the application of the model \( f_0 \) to \( X \) to be given by \( S \), such that \( S = f_0(X) \). Given \( S \), a predictor \( \hat{Y} \) may be derived by comparing \( S \) to a threshold \( \tau_{\theta} \in [0, 1] \) to produce binary predictions \( \hat{Y}(X) = 1 \{ f_0(X) \geq \tau_{\theta} \} \in \{0, 1\} \).

The calibration curve \( c : [0, 1] \rightarrow [0, 1] \) is defined as a function that describes the expected value of \( Y \) given \( S \), such that \( c(s) = \mathbb{E}[Y \mid S = s] = P(Y = 1 \mid S = s) \). A model is said to be calibrated if \( c(s) = s \) for all \( s \). The calibration curve can be used to assess the extent to which a model over or underestimates the risk of the outcome \( Y \). For instance, if \( c(s') > s' \) then the observed event rate for the set of patients with scores of \( s' \) is greater than \( s' \), implying that the model underestimates risk for patients with scores of \( s' \).

Assessments of algorithmic fairness rely on fairness criteria, i.e., statistical properties reflecting moral or normative judgements as to the principles that constitute fairness. A broad class of fairness criteria can be described in terms of metric parity \((g_j(\cdot) \perp A)\), which requires that one or more metrics \( g_j : \mathcal{F} \times (X, Y) \rightarrow \mathbb{R} \) be equal across the subgroups defined by \( A \). Common instantiations of metric parity include equalized odds \((\hat{Y} \perp A \mid Y \text{ or } S \perp A \mid Y)\) [39], which requires both the true positive rates and the false positive rates to be equal across subgroups, demographic parity \((\hat{Y} \perp A \text{ or } S \perp A)\) [16], which requires the rate at which patients are classified as belonging to the positive class is equal across subgroups, predictive parity \((\hat{Y} \perp A \mid Y = 1)\) [21], which requires parity in the positive predictive values, as well as criteria defined over other performance metrics [17, 27], including the AUC [13, 63] or the average log-loss or empirical risk [100]. Another important class of fairness criteria is defined over the calibration curve. Within that class, we focus on the sufficiency condition \((Y \perp A \mid S)\) [10, 53], which requires the calibration curves for each subgroup be equal, and the group calibration condition \((\mathbb{E}[\hat{Y} \mid S = s, A = a]) = s\) [51, 73], which requires the model to be calibrated for each subgroup.
2.2 Assessing the utility and net benefit of decision-making at a threshold

To contextualize the presentation of algorithmic fairness, we present a utility-theoretic perspective on clinical decision-making. For this framing, we consider a decision rule that implies intervention allocation on the basis of a binary predictor \( \hat{Y}(X) = 1 \) if \( f_0(X) \geq \tau_g \).

We define \( U_{\text{cond}}(s) = U_{\text{cond}}^0(s) - \bar{U}_0(s) \) as the conditional expected utility of the decision rule, where \( U_{\text{cond}}^1(s) \) designates the expected utility associated with treating patients whose predicted scores \( S = f_0(X) \) are \( s \), and \( U_{\text{cond}}^0(s) \) is the expected utility of not treating patients whose scores are \( s \). We define the aggregate expected utility \( U_{\text{agg}}(\tau_y) \) of the decision to be the average utility over the population, given that the intervention is allocated for all patients with scores at or above the threshold \( \tau_y \):

\[
U_{\text{agg}}(\tau_y) = \mathbb{E}[U_{\text{cond}}^1 | S \geq \tau_y]P(S \geq \tau_y) + \mathbb{E}[U_{\text{cond}}^0 | S < \tau_y]P(S < \tau_y). \tag{1}
\]

The optimal decision rule for a fixed predictive model is one where the intervention is allocated to patients with scores for which \( U_{\text{cond}}(s) > 0 \) and not allocated to those for which \( U_{\text{cond}}(s) < 0 \). If \( U_{\text{cond}}(s) \) is strictly monotonically increasing in \( s \) and has a root in \([0, 1]\) then the optimal threshold \( \tau_y^* \) is given by the point at which \( U_{\text{cond}}(s = \tau_y^*) = 0 \). When \( U_{\text{cond}}(s) \) is strictly monotonic but has no root in \([0, 1]\), then either the treat-all \( (\tau_y = 0) \) or treat-none \( (\tau_y = 1) \) strategies is optimal.

In some cases, \( U_{\text{cond}} \) can be written as a simple function of the calibration curve. For example, if the costs and benefits of decision-making can be written as fixed expected costs or utilities of true positive (\( u_{TP} \)), false positive (\( u_{FP} \)), true negative (\( u_{TN} \)), and false negative (\( u_{FN} \)) classification, then \( U_{\text{cond}}(s) = (u_{TP} - u_{FP})c(s) + (u_{FP} - u_{FN})(1 - c(s)) \) and the optimal threshold is given by \([25, 86]\)

\[
\tau_y^* = c^{-1} \left( \frac{u_{TN} - u_{FP}}{u_{TN} - u_{FP} + u_{TP} - u_{FN}} \right). \tag{2}
\]

It follows that when a model is calibrated, the optimal threshold is given by \( \tau_y^* = \frac{u_{DF} - u_{FP}}{u_{TN} - u_{FP} + u_{TP} - u_{DF}} \). When the model is miscalibrated, but the calibration curve is strictly monotonic, the optimal threshold is given by the point at which the calibration curve intersects \( \tau_y^* \). Furthermore, given the relationship between the \( c(s) \) and \( U_{\text{cond}} \), monotonicity in the calibration curve implies monotonicity in the conditional utility, and setting a threshold on the basis of the calibration curve can be interpreted as setting a threshold on \( U_{\text{cond}} \).

To assess the expected utility of the decision rule over a population, it is typically not necessary to evaluate \( U_{\text{agg}}(\tau_y) \) with equation (1). Instead, a chosen decision threshold can be used to parameterize the net benefit \([94, 96]\) of the decision rule under the assumption that the chosen threshold is optimal, for a calibrated model, based on the values of the decision maker and the effectiveness of the intervention. The net benefit under the assumption of fixed costs or utilities of classification errors is given by \([94, 96]\)

\[
\text{NB}(\tau_y; \tau_y^*) = P(S \geq \tau_y | Y = 1)P(Y = 1) - P(S \geq \tau_y | Y = 0)P(Y = 0), \tag{3}
\]

where \( \tau_y \) is the evaluated decision threshold and \( \tau_y^* \) parameterizes the net benefit. This metric is fundamental to decision curve analysis \([94, 96]\), as a decision curve is the curve that results from evaluating net benefit for a range of thresholds for which \( \tau_y = \tau_y^* \). Both the net benefit and \( U_{\text{agg}} \) are maximized at the threshold that results from the application of equation (2) when the assumptions outlined above are met.

We introduce the notion of the calibrated net benefit \( \text{cNB}(\tau_y; \tau_y^*) \) to assess the net benefit under the assumption that the decision threshold used is adjusted on the basis of observed miscalibration. If \( \tau_y^* \) is the calibration curve, then the calibrated net benefit evaluated at a threshold \( \tau_y \) is given by the net benefit evaluated at a threshold \( \tau_y = c^{-1}(\tau_y^*) \) on the score \( S \). The calibrated net benefit under the assumption of fixed classification costs is given by

\[
\text{cNB}(\tau_y; \tau_y^*) = P(S \geq c^{-1}(\tau_y^*) | Y = 1)P(Y = 1) - P(S \geq c^{-1}(\tau_y^*) | Y = 0)P(Y = 0) - \frac{\tau_y}{1 - \tau_y}. \tag{4}
\]

2.3 Implications for algorithmic fairness

A key consequence of the analysis presented thus far is that, subject to the assumptions detailed in section 2.2, the optimal threshold rule applied to a predictive model that outputs a continuous-valued risk score is based directly on the calibration characteristics of the model and the assumed expected costs or utilities of classification errors that encapsulate the effectiveness of the intervention and the preferences for downstream benefits and harms. As has been argued in related work \([7, 24, 25, 32]\), it follows that if the model is calibrated for each subgroup, the decision threshold that maximizes expected utility and net benefit for each subgroup is the same when the expected utilities associated with each classification error do not change across subgroups. We verify this claim in simulation in supplementary section A1 (Supplementary Figure A1). Furthermore, in this case, sufficiency implies that the use of a consistent threshold on the risk score for all subgroups corresponds to the use of a consistent threshold on the conditional utility \( U_{\text{cond}} \) across subgroups, corresponding to an intuitive notion of fairness even in the case that the chosen decision threshold is not necessarily optimal \([7, 25]\). However, we note that this can still be a misleading notion of fairness given that it does not account for heterogeneity in the outcome not accounted for by the model under consideration \([25]\).

As described in prior work \([21, 25, 51, 53, 83]\), one should expect models that minimize the empirical risk for the population overall, with respect to a data distribution containing features \( X \) that encode \( A \) to be calibrated overall and for each patient subgroup but to violate equalized odds, demographic parity, and predictive parity when such models exhibit differences across subgroups in the distribution of the risk score \( S \) or when the prevalence or incidence of the outcome \( Y \) differs across subgroups. Consequently, approaches undertaken to constrain the model training objective \([2, 17, 26, 27, 71, 105]\) to minimize violation of fairness criteria such as equalized odds or demographic parity typically reduce utility through some combination of explicit threshold adjustment \([39]\) towards a threshold unrelated to the one selected on the basis of preference solicitation in the context of the intervention, induced
miscalibration that analogously implies decision-making at a threshold unrelated to the utility-maximizing one [32], or reduction in model fit [71]. Given the relationship between the calibration curve and the conditional utility described in section 2.2, induced miscalibration that results in sufficiency violation implies that the use of a consistent threshold on the score across subgroups results in the use of different thresholds on $U_{\text{comb}}$ across subgroups.

### 2.4 Algorithmic fairness training objectives

In our experiments, we evaluate training objectives that incorporate algorithmic fairness goals and constraints into their specification. We do so not to advocate for the use of their use, but rather to develop evidence as to the extent to which theoretical properties and trade-offs manifest empirically. We focus our efforts on “in-processing” approaches [2, 17, 26, 27, 105] rather than on pre- [43, 55, 56, 84, 106] or post-processing [10, 39] (e.g. threshold-adjustment) approaches because in-processing approaches are well-suited to learning models that achieve the minimal achievable trade-off between measures of model performance and fairness in practical finite-sample settings [101] and further allow for exploration of smooth trade-offs induced by relaxation of the constraint [2, 27]. We specifically focus on scalable gradient-based learning procedures that use regularized objectives to penalize violation of fairness criteria in a minibatch setting, to enable the use of these procedures for deep neural network models learned with large-scale datasets. We also investigate approaches that, rather than constraining for parity in a metric across subgroups, attempts to improve the worst-case value of the metric over subgroups using distributionally robust optimization (DRO) [20, 30, 58, 72, 79].

Following Pfohl et al. [71], the regularized training objective is ERM that incorporates a non-negative penalty term $R$ that assesses the extent to which a fairness criterion of interest is violated and a non-negative parameter $\lambda$ that may be tuned to control the extent to which violation of the criteria is penalized:

$$\min_{\theta \in \Theta} \sum_{i=1}^{N} w_i \ell(y_i, f_\theta(x_i)) + \lambda R,$$

where $w_i$ are sample weights. In our experiments, we use this formulation to penalize violation of equalized odds and differences in AUC and log-loss across subgroups. To penalize violation of equalized odds, we primarily use a term that penalizes the maximum Mean Discrepancy (MMD) [37] between the distribution of scores between each patient subgroup and the overall population:

$$\min_{\theta \in \Theta} \sum_{i=1}^{N} w_i \ell(y_i, f_\theta(x_i)) + \lambda \sum_{j=1}^{I} \sum_{A_k \in \mathcal{A}} (g_j(f_\theta, \mathcal{D}_{A_k}) - g_j(f_\theta, \mathcal{D}))^2.$$

We also evaluate the use of this objective to penalize violation of equalized odds at relevant thresholds by plugging surrogates of the true and false positive rates into equation (6). A full specification of the relevant objectives is provided in supplementary section A.4.

Beyond regularized objectives for algorithmic fairness, we evaluate distributionally robust optimization [11, 42, 79] procedures that encode the goal of maximizing worst-case performance over subgroups as one of learning to be robust over marginal shifts in the proportion of data available from each subgroup. The use of these objectives reflects a shift in perspective from the goal of requiring that some statistic be equal across subgroups towards one of aiming to identify models that perform well for each subgroup [30, 42, 58, 72, 79]. In this work, we leverage the GroupDRO framework (hereafter referred to as DRO) developed in Sagawa et al. [79] and extended in Pfohl et al. [72]. The algorithm is implemented as the following alternating updates conducted over minibatches:

$$\lambda_k \leftarrow \lambda_k \exp \left( \eta \ell(f_\theta, \mathcal{D}_{A_k}) \right) / \sum_{k=1}^{K} \exp \left( \eta \ell(f_\theta, \mathcal{D}_{A_k}) \right)$$

and

$$\min_{\theta \in \Theta} \sum_{k=1}^{K} \sum_{i=1}^{n_k} \lambda_k \ell(y_i, f_\theta(x_i)),$$

where $\eta$ is a non-negative scalar hyperparameter, $\{\lambda_k\}_{k=1}^{K}$ are non-negative scalars that sum to 1, and $g$ is a performance metric where lower values of the metric indicate better performance. In our experiments, we evaluate the use of the log-loss and $1 - \text{AUC}$ as the choice of metric $g$, as in Pfohl et al. [72].

### 3 CASE STUDY IN ATHEROSCLEROTIC DISEASE RISK ESTIMATION

#### 3.1 Background on ASCVD risk estimation for statin initiation

Clinical practice guidelines for the primary prevention of cardiovascular disease recommend the use of estimates of ten-year atherosclerotic cardiovascular disease (ASCVD) risk to inform the initiation of cholesterol-lowering statin therapy [3, 35, 38, 54, 87]. These guidelines primarily recommend the use of estimates of ten-year atherosclerotic cardiovascular disease (ASCVD) risk to inform the initiation of cholesterol-lowering statin therapy [3, 35, 38, 54, 87]. These guidelines primarily recommend the use of estimates of ten-year atherosclerotic cardiovascular disease (ASCVD) risk to inform the initiation of cholesterol-lowering statin therapy [3, 35, 38, 54, 87]. These guidelines primarily recommend the use of estimates of ten-year atherosclerotic cardiovascular disease (ASCVD) risk to inform the initiation of cholesterol-lowering statin therapy [3, 35, 38, 54, 87]. These guidelines primarily recommend the use of estimates of ten-year atherosclerotic cardiovascular disease (ASCVD) risk to inform the initiation of cholesterol-lowering statin therapy [3, 35, 38, 54, 87].
3.2 Supervised learning with censored binary outcomes

To address systematic censoring of ten-year ASCVD outcomes, we adopt an inverse probability of censoring weighting (IPCW) approach during model training and evaluation [14, 44, 46, 78, 91, 93]. Intuitively, the appropriate weights scale with the probability of remaining uncensored at the earliest of the ASCVD event time, the censoring time, and the ten-year follow up horizon. In our experiments, we use flexible neural network models in discrete time, such as those described in Kvamme and Borgan [52], to estimate a conditional model for the censoring survival function. A technical specification of the problem formulation and assumptions necessary to motivate the IPCW approach is provided in supplementary section A.2. In supplementary section A.4, we extend each of the metrics used for evaluation and as components of the training objectives presented in section 2.4 to account for censoring by incorporating IPCW weights.

3.3 Assessing net benefit in terms of risk reduction

For the evaluation of models that predict the risk of ASCVD to inform statin initiation, we introduce an alternative formulation of the net benefit that is defined in terms of the population absolute risk reduction after subtracting out harms represented on the same scale. We use the guideline-concordant thresholds of 7.5% and 20%, which correspond to the bounds of the intermediate and high-risk categories, respectively in clinical practice guidelines [3, 35, 54]. We do so to parameterize the net benefit in terms of clinically-plausible benefit-harm trade-offs. Here, we summarize the key aspects of the formulation, but include a full derivation in supplementary section A.3.

For this case, the relevant utilities are defined by the absence (\( u_0^s \)) and presence (\( u_1^s \)) of an ASCVD event within ten years. The expected event rates conditioned on the score \( s \) are given by \( p_0^y(s) \) and \( p_1^y(s) \) in the absence and presence of treatment, respectively. The conditional absolute risk reduction is given by \( \text{ARR}(s) = p_0^y(s) - p_1^y(s) \). We assume that the expected harm of the intervention can be represented as a constant \( k_{\text{harm}} \) that is independent of the risk estimate. With these assumptions, \( U_{\text{cond}}(s) = (u_0^y - u_1^y) \text{ARR}(s) - k_{\text{harm}} \) and the optimal threshold is given by \( \tau_y^* = \text{ARR}^{-1}(\frac{k_{\text{harm}}}{u_0^y - u_1^y}) \).

We further assume that the intervention induces constant relative risk reduction, such that \( \text{ARR}(s) = r c(s) \) for a constant \( r \in (0, 1) \) and the conditional expected utility and optimal threshold are simple transformations of the calibration curve, as was the case for the fixed-cost setting. In this case, \( U_{\text{cond}}(s) = (u_0^y - u_1^y) r c(s) - k_{\text{harm}} \) and \( \tau_y^* = c^{-1}(\frac{k_{\text{harm}}}{u_0^y - u_1^y}) \). We derive a formulation of the net benefit in this setting as

\[
\text{NB}(\tau_y; \tau_y^*) = -(1 - \text{NPV}(\tau_y)) P(S < \tau_y) - P(S \geq \tau_y) ((1 - r) \text{PPV}(\tau_y) + r \tau_y^*) + P(Y = 1),
\]

where \( \text{NPV}(\tau_y) \) and \( \text{PPV}(\tau_y) \) are the negative and positive predictive values evaluated at a threshold \( \tau_y \). The calibrated net benefit is defined analogously in equation (26).

To operationalize this notion of net benefit, as a proof-of-concept, we use a simple model for the treatment effect of statin initiation presented in Soran et al. [85]. Using that model and the properties of our cohort, we derive a constant value of 27.5% for the expected ten-year relative risk reduction following from moderate-intensity statin initiation (supplementary section A.5).

3.4 Cohort definition

All data are derived from Optum’s de-identified Clininformatics® Data Mart Database (Optum CDM), a statistically de-identified large commercial and medicare advantage claims database containing records from 2007 to 2019. We utilize version 8.1 of the database mapped to the Observational Medical Outcomes Partnership Common Data Model (OMOP CDM) version 5.3.1 [41, 57, 77]. Approval for the use of this data for this study was granted by the Stanford Institutional Review Board protocol #46829. Individuals wishing to access the data used in this work may sign a data use agreement with Stanford and Optum to access the data for replication or confirmatory studies on the Stanford Secure Data Ecosystem.

We apply criteria to extract a cohort for learning estimators of ten-year ASCVD risk that mirrors the population eligible for risk-based allocation of statins based on clinical practice guidelines [3]. The characteristics of the extracted cohort are provided in Supplementary Table B1. We consider as candidate index events all office visits and outpatient encounters for patients between 40 and 75 years of age at the time of the visit for patients without a prior statin prescription or history of cardiovascular disease (Supplementary Table B2). We restrict the set of candidate index events to those recorded as occurring at or before December 31, 2008 for which at least one year of historical data is available, and randomly sample one of the resulting candidate index events per patient for inclusion in the final cohort.

The times of ASCVD and censoring events are identified relative to the index event dates. ASCVD events are defined as the occurrence of a diagnosis code for myocardial infarction, stroke, or fatal coronary heart disease (Supplementary Table B2). We consider coronary heart disease to be fatal if death occurs within a year of the recording of the diagnosis code. Censoring events are identified as the earliest date of statin prescription (Supplementary Table B2), death, or the end of the latest enrollment period. From the extracted ASCVD and censoring times, we construct composite binary outcomes and censoring indicators at ten years, following the logic of supplementary section A.2.

3.4.1 Subgroup definitions. We define discrete subgroups on the basis of (1) a combined race and ethnicity variable based on reported racial and ethnic categories, (2) patient sex, (3) intersectional categories describing intersections of racial and ethnic categories with sex, (4) history of either type 2 diabetes, type 1 diabetes, RA, or CKD at the index date. To construct the race and ethnicity attribute, we assign “Hispanic or Latino” if the recorded OMOP CDM concept for ethnicity is recorded as “Hispanic or Latino”, and the value of the recorded OMOP CDM racial category otherwise. This resulted in a final categorization of “Asian”, “Black or African American”, "Hispanic or Latino", and "Other".
“Hispanic or Latino”, “Other”, and “White”, which we shortened to “Asian”, “Black”, “Hispanic”, “Other”, and “White” for succinctness in the presentation of the results. We identify patients with a history of type 2 diabetes, type 1 diabetes, rheumatoid arthritis, or chronic kidney disease using the presence of a concept identifier indicative of the condition recorded prior to the index date (Supplementary Table B2). The selected concept identifiers used for identifying type 2 and type 1 diabetes are adapted from Reps and Rijnbeek [76]; those used to identify chronic kidney disease are adapted from Suchard et al. [88].

3.5 Experiments

Here, we provide an overview of the experiments and defer a detailed description to supplementary section A.6. As in Pfohl et al. [72], we extract a set of clinical features to use an input to fully-connected feedforward neural networks and logistic regression models using observation of unique OMOP CDM concepts recorded prior to each patient’s selected index date (supplementary section A.6.1). The cohort is partitioned following the strategy described in supplementary section A.6.2. We use the procedures described in supplementary section A.6.3 to derive IPCW weights appropriate for estimating the risk of ASCVD within ten years using neural networks trained with the discrete-time likelihood [34, 52, 90] to estimate the censoring survival function conditioned on the full set of features used to fit the model for ten-year ASCVD. We make all experimental code available at https://github.com/som-shahlab/net_benefit_ascvd.

To serve as baseline comparators for all experiments, we train models using unconstrained IPCW-weighted ERM without stratification (pooled ERM; supplementary section A.6.4). The first experiment aims to evaluate strategies to learn models that predict the outcome well for subgroups defined following stratification by race, ethnicity, and sex, including intersectional categories, and for patients with ASCVD-promoting comorbidities. To compare with pooled ERM, we evaluate models trained with ERM separately on each subgroup (stratified ERM), models trained with IPCW-weighted regularized training objectives that penalize differences in the log-loss or AUC between each subgroup and the overall population, and IPCW-weighted DRO objectives that target the worst-case log-loss or AUC across subgroups (supplementary section A.6.5). The second experiment aims to assess the implications of penalizing violation of the equalized odds criterion across subgroups defined on the basis of race, ethnicity, and sex (supplementary section A.6.6). To evaluate the effect of penalizing violation of equalized odds, we use regularized training objectives that incorporate an IPCW-weighted MMD penalty to penalize differences in the outcome-conditioned distribution of the risk score between each subgroup and the marginal population (equations (27) and (29)), as well as a penalty that penalizes differences in the true positive and false negative rates between each subgroup and the marginal population at the guideline-relevant thresholds of 7.5% and 20% [3] using an IPCW-weighted objective that uses a softplus relaxation to the indicator function (equation (30)).

A detailed description of the evaluation procedure is described in supplementary section A.6.7. In brief, we assess model performance in the test set in terms of IPCW-weighted variants of the AUC, the average log-loss, the absolute calibration error (ACE) [4, 71, 103], true positive rate, false positive rate, calibration curve, and the net benefit (using the formulation of section 3.3). Estimates of the calibration curve used to calculate ACE and the calibrated net benefit rely on an IPCW-weighted logistic regression estimator trained on the held-out data to predict the outcome using logit-transformed outputs of the predictive model as inputs. The inverse of the calibration curve used to compute the calibrated net benefit is derived analytically based on the coefficients of the learned logistic regression model. Confidence intervals are generated with the percentile bootstrap with 1,000 iterations. Confidence intervals for the difference in performance for a comparator relative to pooled ERM are generated based on the bootstrap distribution of differences computed on the same bootstrap samples.

4 RESULTS

4.1 Approaches to improve model performance over subgroups

We conducted an experiment to assess whether approaches that penalize differences in AUC or log-loss across subgroups or optimize for the worst-case value of these metrics improve upon empirical risk minimization approaches in terms of the model performance and net benefit measures. In the main text, we report the results assessed relative to those derived from unpenalized ERM applied to the entire population for subgroups defined in terms of race, ethnicity, and sex (Figure 1; results for intersectional subgroups included in Supplementary Figure C3), as well as for subgroups with ASCVD-promoting comorbidities (Supplementary Figure C5). Absolute performance estimates are reported in the supplementary material (Supplementary Figure C6 and Supplementary Figure C7).

We find that the use of unconstrained empirical risk minimization using data from the entire population typically results in models with the greatest AUC for each subgroup, but stratified ERM procedures that train a separate model for each subgroup achieve an AUC that does not differ substantially in some cases, particularly for majority subgroups (Figure 1D and Supplementary Figure C5C,D,E,F). The models trained with regularized fairness objectives or DRO and selected on the basis of the worst-case AUC or log-loss do not improve on the AUC assessed for each subgroup, and typically perform substantially worse, with the least extreme degradation observed for those models trained with the AUC-based DRO training objective (Figure 1C,D and Supplementary Figure C5C,D,E,F). Despite the lack of improvement in AUC, we observe that subgroup-specific ERM and both regularized and DRO-based objectives that incorporate the AUC into their training objective often result in improved model calibration for some subgroups (1E,F,G,H and Supplementary Figure C5G,I,J,K,L). Similarly, subgroup-specific training does result in minor improvements in the log-loss for some subgroups relative to ERM applied to the entire population, but these results are typically observed only for larger subgroups when they are present (Figure 1K,L and Supplementary Figure C5Q,R).

The implication of these effects can be understood holistically through an assessment of the net benefit of statin therapy initiated on the basis of the risk estimates. As before, we report relative
We further conducted an experiment to assess the implications of
(Figure 2, Supplementary Figures C4 and C9) and absolute esti-
mates (Supplementary Figures C8 and C10). Overall, no approach
consistently confers more net benefit than unpenalized ERM ap-
plied to the entire population for each subgroup, when the net
benefit is assessed for the benefit-harm trade-offs corresponding
to either of the thresholds of 7.5% or 20%, but subgroup-specific
training and AUC-based DRO approaches do lead to minor improve-
ments in some cases (Figure 2C,D,K,L and Supplementary Figure
C9I,J,K,L,U,V,W,X). This indicates that for those cases where an al-
ternative strategy results in an increase in the net benefit conferred
relative to that which is achieved for the pooled ERM strategy, it is
a consequence of the improvement in calibration at the threshold
of interest.

4.2 Regularized fairness objectives for
equalized odds

We further conducted an experiment to assess the implications of
the use of a training objective that penalizes violation of equalized
odds across intersectional subgroups defined by race, ethnicity, and
sex. In the main text, we present the results corresponding to an
MMD-based penalty evaluated over subgroups defined by race and
ethnicity, but include in the supplementary material analogous
results corresponding to evaluation over intersectional categories
and for sex (Supplementary Figures C15 to C28). Furthermore, the
supplementary material includes analogous results for experiments
that penalize equalized odds at both of the thresholds of 7.5% and
20% using softplus relaxations of the true positive and false positive
rates (Supplementary Figures C29 to C49).

We observe that as the strength of the penalty \( \lambda \) increases, the
AUC assessed for each subgroup monotonically decreases (Figure
3A,D). With a minor degree of equalized-odds promoting regular-
ization (i.e. \( \lambda = 0.01, 0.0562 \)), calibration actually improves relative
to the result for unpenalized ERM (Figure 3C,F) and there is little to
no change in the log-loss for each subgroup despite the reduction
in AUC (Figure 3B,E). This is reflected in the calibration curves
presented in Figure 4, where we observe modest miscalibration
consistent with overestimation of risk for each subgroup for the
unconstrained model (Figure 4A) with improvements in the cali-
bration of the model with a minor degree of regularization (Figure
4B,C). However, for large degrees of regularization (i.e. \( \lambda = 1.78 \)
and \( \lambda = 10 \)), both the calibration and log-loss assessed for each sub-
group deteriorate, although the reduction in AUC remains modest
(Figure 3). In this case, the variability in the risk estimates sharply
decreases to concentrate around the incidence of the outcome for
larger degrees of regularization, which is reflected in the shape of
the calibration curve and error rates as a function of the threshold
(Figure 4F,L,R), consistent with overestimation for patients with

Figure 1: The performance of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex, relative to the
results attained by the application of unpenalized ERM to the overall population. Results shown are the relative AUC, absolute
calibration error (ACE), and log-loss assessed in the overall population, on each subgroup, and in the worst-case over subgroups
following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the
log-loss or AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss or AUC across subgroups. Error
bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Figure 2: The net benefit of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex, relative to the results attained by the application of unpenalized ERM to the overall population. Results shown are the net benefit (NB) and calibrated net benefit (cNB), parameterized by the choice of a decision threshold of 7.5% or 20%, assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss or AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

For the unconstrained model, the true positive rates and false positive rates at each threshold are ranked across subgroups in accordance with the observed incidence for each subgroup, such that the Black population has the largest true positive rate and false positive rate while the Asian population has the lowest true positive rate and false positive rate (Figure 4G,H). The regularized training objective is successful at enforcing the equalized odds constraint, in that the variability in false positive and true positives rates trends towards zero as the strength of the penalty increases (Figures 4 and Supplementary Figure C11).

For the benefit-harm trade-off implied by the use of either a threshold of 7.5% or 20%, we observe clear reductions in net benefit for each subgroup for large values of \( \lambda \) (Figure 5A,C,E,G). With minor amounts of regularization, we observe little to no reduction in net benefit parameterized by either a threshold of 7.5% or 20%, and the point estimates for 20% even suggest a relative increase in net benefit compared to unpenalized ERM (Figure 5E,G). However, for large degrees of regularization, we observe large reductions in net benefit relative to that which is attained from unpenalized ERM, but the magnitude of these differences are attenuated when the thresholds applied for each subgroup are adjusted to account for miscalibration (Figure 5B,D,F,H). We further observe that the calibrated net benefit for equalized odds penalized models does not improve on unpenalized ERM at any value of \( \lambda \) (Figure 5C,F,D,H).

Overall, the reduction in net benefit observed directly due to operating at a suboptimal decision threshold, as a result of miscalibration, is generally larger than the reduction in net benefit that results due to the reduction in the AUC of the model at larger values of \( \lambda \). Furthermore, we note that threshold adjustment to recover net benefit lost due to the miscalibration resulting from the use of the training objective that penalizes equalized odds violation does not preserve the satisfaction of the equalized odds fairness constraint.
Figure 3: Model performance evaluated across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Figure 4: Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bands indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

As the variability in error rates at the adjusted thresholds is observed to be similar to or more variable than that which results from unpenalized ERM (Supplementary Figure C11).

To gain further insight into these phenomena, we plot the net benefit for a range of decision thresholds, assuming that the benefit-harm trade-off is fixed to one implied by the use of a threshold of 7.5% (Supplementary Figure C12). We also include analogous results for the threshold of 20% (Supplementary Figure C13), as well as standard decisions curves defined such that the net benefit plotted for each point on the curve corresponds to the benefit-harm trade-off implied by the corresponding threshold on the x-axis (Supplementary Figure C14). As expected for the analysis corresponding to
follows from the observation that no alternative approach resulted in greater calibrated net benefit for any subgroup. We find that the net benefit for each population is maximized for each subgroup at a threshold on the risk score that is consistent with the analysis presented in section 2.2.

In cases where we observe improvements in the unadjusted net benefit over ERM, or little to no change despite a reduction in AUC, the differences directly follow from improvements in the calibration of the model derived from the alternative approach. We observe such effects for models trained with objectives that penalize equalized odds to a minor degree, those trained with stratified ERM procedures that train a separate model for each subgroup, as well as for regularized fairness objectives and DRO procedures that operate over the AUC assessed for each subgroup. Taken together, these results indicate that models derived from unpenalized ERM should not necessarily be assumed to be well-calibrated in practice, further highlighting the importance of model development, selection, and post-processing strategies that aims to identify the best-fitting, well-calibrated model for each subgroup.

While this work motivates the use of approaches that reason about algorithmic fairness in terms of the interplay of threshold selection, calibration, and net benefit, such assessments are not comprehensive and rely on assumptions that warrant further examination. First, the analysis relies on a notion of optimal decision-making given a score output by a predictive model, which differs from reasoning about decision-making on the basis of the optimal score that outputs the conditional expectation of the outcome given the covariates. As a result, calibration-based assessments do not account for unrealized net benefit that could be attained if a model were to better fit the data, and thus can be misleading as a notion of fairness when the model is well-calibrated but poorly predicts the outcome for some subgroups [24, 25].

5 DISCUSSION
This work has implications for the operationalization of algorithmic fairness in healthcare. We argue that assessment of fairness in terms of the equalized odds, demographic parity, or predictive parity criteria are likely to be misleading in cases where the incidence of the outcome differs across groups because differences in those metrics are expected when decision-making maximizes net benefit for each subgroup by developing a well-fitting, calibrated model for each subgroup and setting a decision threshold on the basis of model calibration and preferences for downstream benefits and harms of the decision. For predictive models that estimate the risk of ASCVD, our experiments evaluate a variety of model development approaches, including those that penalize violation of equalized odds, and find no evidence that any alternative improves on empirical risk minimization applied to the entire population, due to either reduced fit and miscalibration.

The results suggest that in settings where the observed model miscalibration may be adjusted for with subgroup-specific recalibration or via threshold-adjustment, no approach to learning an ASCVD risk estimator confers more net benefit for each subgroup than unpenalized ERM applied to the entire population. This claim
The analysis presented in section 2.2 uses the assumption of invariance across subgroups of the utility of decision-making conditioned on the risk of the outcome to motivate the use of single decision threshold for all subgroups. While this assumption is strong, it is plausible that the analysis could be extended to account for the preferences of subgroups or individual patients. Furthermore, in cases where threshold selection is constrained, such as when a predictive model is used for referral to a clinical service that cannot process more than a fixed number of cases due to resource constraints [15, 47], then it may not be practical to operate at the desired thresholds. In that case, differences in the magnitude of the unrealized benefit across subgroups are likely if the distribution of risk differs across subgroups, even if sufficiency holds and thresholds are selected in a preference-concordant manner for each subgroup.

The presence of measurement error in outcomes that differs systematically across subgroups poses a major challenge for algorithmic fairness assessments [60]. The analysis of Obermeyer et al. [64] demonstrated that this form of measurement error can mask consequential violation of sufficiency with respect to the ideal unobserved outcome not subject to measurement error. The presence of such measurement error could result in differences in measured outcome incidence across groups that imply violation of equalized odds, demographic parity, or predictive parity with respect to the measured outcome. However, consistent with the recommendation of Obermeyer et al. [64], we argue for endeavoring to understand the mechanism of the measurement error to conduct a fairness assessment with respect to a proxy of the unobserved outcome that plausibly does not contain differential measurement error across subgroups.

Finally, it is important to recognize that the algorithmic fairness paradigm, inclusive of the approach considered in this work, is insufficient to characterize the extent to which machine learning systems may exacerbate health disparities or promote health equity [12, 18, 31, 36, 59, 71, 89]. The reasons for this are several-fold, but primarily among them is the observation that algorithmic fairness techniques broadly do not consider the mechanisms through which health disparities arise as a result of structural racism and economic inequality, nor how potential interventions may counteract those mechanisms to promote health equity [5, 6, 50, 65]. Furthermore, the narrow scope of statistical algorithmic fairness assessments does not, by default, consider the context, values, and norms underpinning problem formulation, data collection, and measurement, nor the benefits and harms of the downstream model-guided intervention [60, 68]. However, in considering the effect of the properties of the decision-making context on best practices for algorithmic fairness assessments and model development, this work takes a small step towards incorporating aspects of this broader context into the algorithmic fairness paradigm.
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SUPPLEMENTARY MATERIAL

A  SUPPLEMENTARY METHODS

A.1  Simulation study

We conduct a simulation study in order to help clarify the relationship between the key concepts considered in this work. We consider evaluation of a predictive model of a binary outcome without censoring using the notion of utility and net benefit discussed in section 2.2. For evaluation in all settings, we evaluate aggregate expected utility using the fixed-cost utility function with $u_{TP} = 0.8$, $u_{TN} = 0.2$, and $u_{FP} = u_{FN} = 0$, corresponding to an optimal threshold of 0.2, as well as the net benefit parameterized by $\tau^* = 0.2$.

We evaluate over three subgroups in three different settings (Supplementary Figure A1). In the first setting, we assume the model satisfies demographic parity and the score distribution is given by $S \sim \text{Beta}(2.5, 7.5)$, corresponding to an outcome incidence of 25%. We assume that the model is perfectly calibrated for one subgroup (purple) and that risk is systematically underestimated (orange) or overestimated (green) for the other two subgroups. We encode the miscalibration by setting $c(s) = -(s - 1)^2 + 1$ for underestimation and $c(s) = 2s + (s - 1)^2 - 1$ for overestimation. For the second setting, we consider a hypothetical recalibration procedure for each subgroup that constructs a new set of scores by setting the value of the score to be that of the subgroup calibration curve, propagating the changes to the score distributions using change of variables for probability density functions. For the third context, we consider the effect of enforcing an equalized odds constraint by setting the conditional distributions $P(S \mid Y)$ for each subgroup to be equal to that of the subgroup for which the model was perfectly calibrated in the first setting, where demographic parity was satisfied, as the ROC curve for that subgroup defines the interior of the ROC curves across all subgroups. In this case, the resulting changes to the score distributions and calibration curves are computed using conditional probability rules.
A.2 Supervised learning with censored binary outcomes

When the binary outcome $Y = \mathbb{1}[T \leq \tau_t]$ is defined as the occurrence of the outcome event at a time $T$ at or before a time horizon $\tau_t \in \mathbb{R}^+$, it is important to account for censoring. The presence of censoring implies that either the outcome event time $T \in \mathbb{R}^+$ or the censoring time $C \in \mathbb{R}^+$ will be observed, but not both. The outcome data in an observed dataset $\mathcal{D} = \{(x_i, u_i, \delta_i, a_i)\}_{i=1}^N$ is represented by an observed follow-up time $U^t = \min(T, C)$ and an indicator $\Delta^t = \mathbb{1}[T \leq C]$ that reflects whether the observed follow-up time corresponds to an outcome or a censoring event. The binary outcome $Y$ is said to be censored if the censoring time $C$ occurs prior to both the observed follow-up time and the time horizon, i.e. $C < T$ and $C < \tau_t$. We define a composite observed follow-up time $U^y = \min(T, C, \tau_t)$ for the binary outcome and an indicator $\Delta^y = 1 - \mathbb{1}[C < T] \cdot \mathbb{1}[C < \tau_t]$ that reflects whether a patient’s binary outcome is censored. A visual depiction of the relationship between the outcome and censoring event times and the value and censoring status of the binary outcome is shown in supplementary figure C1.

The use of inverse probability of censoring weighting (IPCW) allows for the derivation and evaluation of predictive models for censored binary outcomes [14, 66, 85, 99, 101], analogous to propensity score weighting procedures used for causal effect estimation [47]. The appropriate weights are those that are proportional to the inverse probability of remaining uncensored at the time of the composite observed follow-up time. Specifically, for an estimate of the censoring survival function $G(s, x) = P(C > s | X = x)$ we define normalized weights

$$w_i = \frac{\delta_i^y}{G(u_i^y, x_i)} \left( \sum_{i=1}^N \frac{\delta_i^y}{G(u_i^y, x_i)} \right)^{-1} \quad (10)$$

that for a patient $i$ reflects the reciprocal of the conditional probability of remaining uncensored at the time $u_i^y$ given features $x_i$. To enable this approach, we make the following assumptions: (1) coarsening at random [84, 85] where the outcome event time is independent of the censoring time conditioned on the features, i.e. $T \perp C | X$, (2) $G(U, X) > 0$ for all data with uncensored binary outcomes (for which $\Delta^U = 1$), and (3) that $f_0$ is a deterministic transformation.

In our experiments, we use flexible neural network models in discrete time, such as those described in Kvamme and Borgan [56], to estimate a conditional model for the censoring survival function. Given these weights, the unconstrained model fitting procedure is weighted ERM. We extend each of the metrics used for evaluation and or as components of the training objectives presented in section 2.4 to account for censoring by incorporating IPCW weights. A full specification of the relevant metrics and training objectives is provided in supplementary section A.4.

A.3 Assessing net benefit in terms of risk reduction

This section expands upon the presentation in section 3.3. We present a conceptual model that reasons about the utility of an intervention allocated on the basis of a decision rule applied to a predictive model in terms of a downstream reduction in the risk of the predicted outcome as a result of the intervention. We show that the use of this conceptual model results in similar conclusions as the fixed expected cost/utility setting.

We define $u_1^y$ be the utility associated with the presence of the outcome $Y$ and $u_0^y$ be the utility associated with its absence. The probability of the outcome in the absence of the intervention is given by $p_0^y(s) = c(s)$ where $c(s)$ is the calibration curve. The probability of the outcome in the presence of intervention is given by $p_1^y(s)$, where the precise form of $p_1^y(s)$ is governed by the effectiveness of the intervention. We further assume that there is some harm $Z$, representing all costs, harms, or side effects, that occurs with probability $p_2^1(s)$ and utility $u_1^z$ following the intervention and with $p_2^0(s)$ and utility $u_0^z$ in the absence of the intervention.
This formulation implies the conditional utilities

\[ U^0_{\text{cond}}(s) = p^0_y(s)(u^1_y - u^0_y) + u^0_y + p_z^0(s)(u^1_z - u^0_z) + u^0_z, \tag{11} \]

\[ U^1_{\text{cond}}(s) = p^1_y(s)(u^1_y - u^0_y) + u^0_y + p_z^1(s)(u^1_z - u^0_z) + u^0_z, \tag{12} \]

and

\[ U_{\text{cond}}(s) = (u^0_y - u^1_y) \left( p^0_y(s) - p^1_y(s) \right) + \left( u^0_z - u^1_z \right) \left( p^0_z(s) - p^1_z(s) \right). \tag{13} \]

Setting equation (13) to zero shows that the value of the optimal threshold \( \tau_y^* \) is governed by the following relationship

\[ (u^0_y - u^1_y)(p^0_y(\tau_y^*) - p^1_y(\tau_y)) = (u^0_z - u^1_z)(p^0_z(\tau_y^*) - p^1_z(\tau_y)) \Rightarrow \frac{p^0_y(\tau_y^*) - p^1_y(\tau_y^*)}{p^1_z(\tau_y^*) - p^0_z(\tau_y^*)} = \frac{u^0_y - u^1_y}{u^0_z - u^1_z}. \tag{14} \]

when \( U_{\text{cond}}(s) \) is monotonically increasing in \( s \). To interpret this expression, consider that \( \text{ARR}(s) = p^0_y(s) - p^1_y(s) \) is the absolute reduction in risk as a result of the intervention. \( p^0_z(s) - p^1_z(s) \) indicates a corresponding increase in the risk of harm, and \( u^0_y - u^1_y \) and \( u^0_z - u^1_z \) indicate the utilities associated with avoiding \( Y \) and \( Z \), respectively. It follows that the optimal threshold is the one where the benefits of the intervention are balanced against its harms.

To simplify the model, we now assume that \( p^1_z(s) - p^2_z(s) \) do not depend on the risk score, indicating that the expected harm \( k_{\text{harm}} = (u^0_z - u^1_z)(p^1_z - p^0_z) \) is a constant.

With this assumption, the conditional utility may be represented as

\[ U_{\text{cond}}(s) = (u^0_y - u^1_y)(p^0_y(s) - p^1_y(s)) - k_{\text{harm}}. \tag{15} \]

Setting equation (15) to zero shows that the value of the optimal threshold \( \tau_y^* \) is governed by the following relationship, consistent with Vickers et al. [103]:

\[ p^0_y(\tau_y^*) - p^1_y(\tau_y^*) = \frac{k_{\text{harm}}}{u^0_y - u^1_y}. \tag{16} \]

This expression relates the absolute risk reduction \( \text{ARR}(s) = p^0_y(s) - p^1_y(s) \) evaluated at the optimal threshold \( \tau_y \) to both the expected risk of intervention \( k_{\text{harm}} \) and the utility of avoiding the outcome \( u^0_y - u^1_y \). It follows that the optimal threshold \( \tau_y^* \) is given by

\[ \tau_y^* = \text{ARR}^{-1}\left( \frac{k_{\text{harm}}}{u^0_y - u^1_y} \right). \tag{17} \]

Furthermore, the aggregate utility over the population when treating at a threshold \( \tau_y \) can be derived as

\[ U_{\text{agg}}(\tau_y) = \left( u^1_y - u^0_y \right) \left( \int_0^{\tau_y} p^0_y(s)P(s)ds + \int_{\tau_y}^1 p^1_y(s)P(s)ds \right) - k_{\text{harm}} + p^0_z(u^1_z - u^0_z) + u^0_y + u^0_z \]

\[ = \left( u^1_y - u^0_y \right) \left( \mathbb{E}[p^0_y(s) | S < \tau_y]P(S < \tau_y) + \mathbb{E}[p^1_y(s) | S \geq \tau_y]P(S \geq \tau_y) \right) \ldots \]

\[ - k_{\text{harm}} + p^0_z(u^1_z - u^0_z) + u^0_y + u^0_z. \tag{18} \]

To construct a net benefit measure that represents the aggregate utility given that \( \tau_y \) is the optimal threshold, we divide equation (18) by \( u^1_y - u^0_y \), perform a substitution following equation (16), and define a constant \( k \) such that the net benefit of the treat-none strategy is zero:

\[ \text{NB}(\tau_y, \tau_y^*) = -\mathbb{E}[p^0_y(s) | S < \tau_y]P(S < \tau_y) - \mathbb{E}[p^1_y(s) | S \geq \tau_y]P(S \geq \tau_y) - \text{ARR}(\tau_y^*)P(S \geq \tau_y) + k. \tag{19} \]
From this expression, it follows that the appropriate value of $k$ is given by $P(Y = 1) = \mathbb{E}[p^Y_0(s) \mid S < 1]P(S < 1)$, giving the following expression for the net benefit:

$$\text{NB}(\tau_y; \tau^*_y) = -\mathbb{E}[p^0_0(s) \mid S < \tau_y]P(S < \tau_y) - \mathbb{E}[p^1_0(s) \mid S \geq \tau_y]P(S \geq \tau_y) \ldots - \text{ARR}(\tau^*_y)P(S \geq \tau_y) + P(Y = 1).$$  \tag{20}

The expression for the calibrated variant of the net benefit is given by:

$$\text{cNB}(\tau_y; \tau^*_y) = -\mathbb{E}[p'^0_0(s) \mid S < c^{-1}(\tau_y)]P(S < c^{-1}(\tau_y)) - \mathbb{E}[p'^1_0(s) \mid S \geq c^{-1}(\tau_y)]P(S \geq c^{-1}(\tau_y)) \ldots - \text{ARR}(\tau^*_y)P(S \geq c^{-1}(\tau_y)) + P(Y = 1).$$  \tag{21}

This formulation differs from that of Vickers et al. [103] in that that work defines the treat-all strategy as having a net benefit of zero whereas we do so for the treat-none strategy in order to maintain consistency with the net benefit defined for the fixed-cost utility function.

### A.3.1 Constant relative risk reduction

Given only observational data that corresponds to an untreated population, it is necessary to provide assumptions on the form of $p^0_0(s)$ in order to assess the net benefit of a model using a utility function defined in terms of the risk reduction induced by the intervention. A simple choice for the relationship between $p^0_0(s)$ and $p^1_0(s)$ is one where the intervention reduces the risk of the outcome by a constant multiplicative factor $r \in (0, 1)$, such that $p^1_0(s) = (1 - r)p^0_0(s)$. Given this assumption, $p^0_0(s) = c(s), p^1_0(s) = (1 - r)c(s)$, and $\text{ARR}(s) = rc(s)$.

With these assumptions, it follows that $U_{\text{cond}}(s)$ is a linear transformation of the calibration curve, just as was the case for the fixed-cost utility function:

$$U_{\text{cond}}(s) = (u^u_0 - u^u_1)rc(s) - k_{\text{harm}}.$$  \tag{22}

Furthermore, the optimal threshold is given by

$$\tau^*_y = c^{-1}\left(\frac{k_{\text{harm}}}{r(u^u_0 - u^u_1)}\right),$$  \tag{23}

which can be simplified to

$$\tau^*_y = \frac{k_{\text{harm}}}{r(u^u_0 - u^u_1)}$$  \tag{24}

when the model is assumed to be calibrated.

Making the appropriate substitutions into equation (20), and noting that $\mathbb{E}[c(s) \mid S < \tau_y] = \mathbb{E}[Y \mid S < \tau_y]$ and $\mathbb{E}[c(s) \mid S \geq \tau_y] = \mathbb{E}[Y \mid S \geq \tau_y]$, gives an expression for the net benefit:

$$\text{NB}(\tau_y; \tau^*_y) = -\mathbb{E}[Y \mid S < \tau_y]P(S < \tau_y) - P(S \geq \tau_y)\left((1 - r)\mathbb{E}[Y \mid S \geq \tau_y] + \text{ARR}(\tau^*_y)\right) + P(Y = 1)$$

$$= -(1 - \text{NPV}(\tau_y))P(S < \tau_y) - P(S \geq \tau_y)\left((1 - r)\text{PPV}(\tau_y) + r\tau^*_y\right) + P(Y = 1)$$  \tag{25}

where $\text{NPV}(\tau_y)$ and $\text{PPV}(\tau_y)$ designate the negative and positive predictive values that result from operating at the decision threshold $\tau_y$. Note that this matches equation (9) and that the calibrated variant is analogous:

$$\text{cNB}(\tau_y; \tau^*_y) = -(1 - \text{NPV}(c^{-1}(\tau_y)))P(S < c^{-1}(\tau_y)) \ldots - P(S \geq c^{-1}(\tau_y))\left((1 - r)\text{PPV}(c^{-1}(\tau_y)) + r\tau^*_y\right) + P(Y = 1).$$  \tag{26}
A.4 Regularized training objectives for fairness

Here, we present the regularized training objective that allows for the flexible specification of penalties on the violation of fairness criteria. To begin, we consider the MMD-based penalty for equalized odds presented in equation (27). The MMD training objective is given by

$$\min_{\theta \in \Theta} \sum_{i=1}^{N} \gamma_i f(y_i, f_0(x_i)) + \lambda \sum_{Y_i \in Y} \sum_{A_k \in A} \hat{D}_{\text{MMD}}(P(f(X) \mid A = A_k, Y = Y_i) \parallel P(f(X) \mid Y = Y_i)).$$

(27)

The MMD uses the distance between the mean embedding of samples from two distributions in a kernel space to define a statistic that takes a value of zero in a population setting if and only if two distributions are the same [40]. To construct a regularizer, we use an empirical estimate of the squared population MMD [40]

$$\hat{D}_{\text{MMD}}(D_0 \parallel D_1) = E(z, z') - D_0, D_1 [k(z, z')] - 2E(z, z') - D_0, D_1 [k(z, z')] + E(z, z') - D_0, D_1 [k(z, z')]$$

(28)

where \(k(z, z') = \exp(-\gamma \|z - z'\|)\) is the Gaussian Radial Basis Function kernel defined for a positive scalar hyperparameter \(\gamma\), and \(E(z, z') - D_0, D_1\) indicates an empirical mean following sampling a pair of data \((z, z')\) from \(D_0\) and \(D_1\), respectively. In our experiments, we set \(\gamma = 1\). As noted in Gretton et al. [40], this statistic is non-negative, but has a small upward bias.

To account for censoring, we use a weighted extension of the maximum mean discrepancy, as a modification to each of the expectations over the pairwise evaluation of the kernel function (equation 28). As an example, the term \(E(z, z') - D_0, D_1 [k(z, z')]\) can be replaced with \(\sum_{z_i, z_j \in (D_0, D_1)} w_{ij} k(z_i, z_j)\) for weights defined as

$$w_{ij} = \frac{\delta^y_i}{G(u^y_i, x_i)} \frac{\delta^y_j}{G(u^y_j, x_j)} \left( \sum_{z_i \in D_0} \sum_{z_j \in D_1} \frac{\delta^y_i}{G(u^y_i, x_i)} \frac{\delta^y_j}{G(u^y_j, x_j)} \right)^{-1}.$$

(29)

To define the full MMD, each of the three expectations in equation (28) are replaced with weighted variants analogous to equation (29).

Now, we consider the operationalization of equation (6) to penalize differences in model performance metrics. Recall that equation (6) is well-suited to penalties that rely on smooth and differentiable \(g_j\). Unfortunately, naively plugging-in threshold-based metrics, including the classification rate, true positive rate, false positive rate, PPV, as well as those defined as ranking performance, including the AUC, does not produce a practical regularized objective due to the presence of the indicator function embedded in the definition of each of those metrics. As an example, consider that the classification rate \(\mathbb{E}[\mathbb{I}[f_0(X) > \tau_y]]\) can be represented as \(\mathbb{E}[\mathbb{I}[f_0(X) - \tau_y > 0]]\) or \(\mathbb{E}[h_{\text{step}}(f_0(X) - \tau_y)]\) when \(h_{\text{step}}\) is the step-indicator function \(h_{\text{step}}(z) = \mathbb{I}[z > 0]\). The shape of this function is such that it does not provide a useful signal for stochastic gradient descent, given that its derivative is zero everywhere that its derivative is defined.

One approach to addressing this issue is to use a smooth and differentiable surrogate [28, 32] to the step-indicator that either upper bounds or approximates it. A visual depiction of several options is provided in Figure A2. The use of either the hinge, \(h_{\text{hinge}}(z) = \max(0, 1 + z)\), or the scaled softplus, \(h_{\text{softplus}}(z) = \log(1 + \exp(z))/\log(2)\), provides a smooth and differentiable upper bound to the indicator. Because \(h_{\text{step}}(z) \leq h_{\text{hinge}}(z)\) and \(h_{\text{step}}(z) \leq h_{\text{softplus}}(z)\), a metric \(g\) defined as a sum over evaluations of \(h_{\text{step}}(z)\) can be upper bounded by a metric \(\hat{g}\) defined as a sum over evaluations of \(h_{\text{hinge}}(z)\) or \(h_{\text{softplus}}(z)\). Furthermore, the use of the sigmoid function, \(h_{\text{sigmoid}}(z) = \frac{1}{1 + \exp(-z)}\) does
not directly bound the indicator function, but rather provides a smooth approximation to it (Figure A2), that can be similarly incorporated into a relaxed, approximate metric \(\hat{g}\).

Given a relaxed metric \(\hat{g}\), the corresponding training objective is given by

\[
\min_{\theta} \sum_{i=1}^{N} w_i \ell(y, f_\theta(x_i)) + \lambda \sum_{j=1}^{N} \sum_{A_k \in \mathcal{A}} \left( \hat{g}_j(f_\theta, D_{A_k}) - \hat{g}_j(f_\theta, D) \right)^2.
\]

(30)

With this relaxed objective, it is straightforward to penalize differences in threshold-based performance metrics, such as the true positive rate and false positive rates, or to penalize differences in AUC measures. The true positive and false positive rates can each be written as

\[
w_j = \frac{\delta_1[y_i = 1] \delta^y_i}{G(u^y_i, x_i)} \left( \sum_{i=1}^{N} \delta_1[y_i = 1] \delta^y_i \right)^{-1}
\]

(31)

for the true positive rate, and

\[
w_j = \frac{\delta_1[y_i = 0] \delta^0_i}{G(u^0_i, x_i)} \left( \sum_{i=1}^{N} \delta_1[y_i = 0] \delta^0_i \right)^{-1}
\]

(32)

for the false positive rate. The corresponding censoring-adjusted definition of the AUC [14] that incorporates IPCW is given by

\[
w_{ij} = \frac{\delta_1 \delta^y_i \delta_1 \delta^y_j \sum_{i=1}^{N} \sum_{j=1}^{N} \delta^y_i \delta^0_j}{G(u^y_i, x_i) G(u^y_j, x_j)}
\]

(33)

### A.5 Operationalization of net benefit for ASCVD risk estimation

To operationalize the notion of net benefit for ASCVD risk estimation using the formulation developed in section 3.3, we use a simple model for the treatment effect of statin initiation presented in Soran et al. [92]. This model relates the expected reduction in ASCVD risk to the reduction in low-density lipoprotein cholesterol (LDL-C) that results from statin initiation. It assumes that each 1 mmol/L reduction in LDL-C results in an expected 22% proportional reduction in the ten-year risk of ASCVD, based on evidence from a meta-analysis of randomized control trials [97]. This implies that if the absolute reduction in LDL-C in mmol/L is given by \(\delta\), the relative reduction in ten-year ASCVD risk is given
by $r = 1 - (1 - 0.22)^k$ [92]. Therefore, the task of describing the expected reduction in risk as a function of the risk estimate can be reduced to the task of describing the expected reduction in LDL-C as a function of the risk estimate.

To describe the expected reduction in LDL-C from statin therapy for the cohort, we separately consider the evidence for the extent to which statins reduce LDL-C as a function of LDL-C alongside the relationship between observed LDL-C values and the risk estimates for the cohort. As in Soran et al. [92], we assume the use of moderate intensity statin therapy that reduces LDL-C by 43% on average, independent of the pre-treatment level of LDL-C, consistent with the usage of 20 mg of atorvastatin [23, 34, 92]. We extract the most recent historical LDL-C result, if present, for each patient in the test set whose binary outcome was uncensored, filtering out extreme results of $< 10$ or $> 500$ mg/dL LDL-C, resulting in 32,366 results. We note that the risk estimates produced by the selected model learned with ERM appear to be uncorrelated with observed untreated LDL-C levels in the cohort ($R^2 = 0.004$; Supplementary Figure C2), suggesting that both the expected absolute reduction in LDL-C and the relative risk reduction $r$ may be modeled as constants that are independent of the risk estimates. We extract a risk-score-independent estimate of the mean LDL-C in the cohort as 3.01 mmol/L, using an IPCW-weighted mean over the extracted LDL-C values. The value for the expected relative risk reduction that follows from statin initiation is given by $r = 1 - (1 - 0.22)^{(3.01 \times 0.43)} = 0.275 = 27.5\%$.

### A.6 Expanded experimental methods

#### A.6.1 Feature extraction

We apply a procedure similar to the one described in Pfohl et al. [78] to extract a set of clinical features to use as input to fully-connected feedforward neural networks and logistic regression models. This procedure concatenates features representing unique OMOP CDM concepts recorded prior to each patient’s selected index date. We use OMOP CDM concepts corresponding to time-agnostic demographic features (race, ethnicity, sex, and age discretized in five-year intervals) as well as longitudinal recorded diagnoses, medication orders, medical device usage, encounter types, laboratory test orders, flags indicating whether the test results were normal or abnormal based on reference ranges, and other coded clinical observations binned in three time intervals corresponding to 29 to 1 days prior to the index date, 365 days to 30 days prior to the index, and any time prior to the index date.

#### A.6.2 Data partitioning

We partition the cohort such that 62.5% is used as a training set, 12.5% is used as a validation set, and 25% of the data is used as a test set. We subsequently partition the training data into five equally-sized partitions. We train five models for each hyperparameter configuration, holding out one of the partitions of the training set for use as a development set to assess early stopping criteria, and perform model selection based on algorithm-specific model selection criteria defined over the average performance of the five models on the validation set.

#### A.6.3 Derivation of inverse probability of censoring weights

We consider the estimation of the risk of ASCVD at a fixed time horizon as an example of a supervised learning problem with a censored binary outcome, using the procedures described in section 3.2. To derive IPCW weights, we utilize neural networks trained with the discrete-time likelihood [37, 56, 98] to estimate the censoring survival function conditioned on the full set of features used to fit the model for ten-year ASCVD. For each cohort, we derive five such models using the training set partitioning strategy described in section A.6.2. We use a fixed model architecture with one hidden layer of 128 hidden units that predicts the discrete-time hazard in twenty intervals whose boundaries are determined by the quantiles of the observed censoring times in the union of the four training set partitions that are not held-out. We train these models in a minibatch setting and perform early stopping if the discrete-time likelihood does not improve for twenty-five epochs of 100 minibatches. Subsequently, we define IPCW weights for each patient in the training set by taking the inverse of the predicted censoring survival function at the minimum of the time of censoring, the ASCVD outcome event, or ten years, for each patient, using the
model trained on the set of training set partitions that exclude the patient. The weights for patients in the validation and test sets are derived as the reciprocal of the average estimate of the censoring survival function derived from the five models.

A.6.4 Unconstrained empirical risk minimization without stratification. We evaluate feedforward neural networks and logistic regression models trained with pooled ERM in a minibatch setting using stochastic gradient descent. We conduct a grid search over model-specific and algorithm-specific hyperparameters. For feedforward neural networks, we evaluate a grid of hyperparameters that include learning rates of $1 \times 10^{-4}$ and $1 \times 10^{-5}$, one and three hidden layers of size 128 or 256 hidden units, and a dropout probability of 0.25 or 0.75. For logistic regression models, we use weight decay regularization [59] drawn from a grid of values containing 0, 0.01, and 0.001. The training procedure is conducted in a minibatch setting of up to 150 iterations of 100 minibatches of size 512 using the Adam [54] optimizer in the Pytorch framework [74]. We use an early-stopping rule that returns the model with the lowest log-loss evaluated on the development set when the log-loss has not improved for twenty-five epochs of 100 minibatches. The procedure is repeated separately for each of the five training/development set partitions. Following training, we apply each model derived from the training procedure to the validation set and select hyperparameters on the basis of the best average log-loss evaluated in the validation set across all training partitions.

A.6.5 Approaches to improve model performance over patient subgroups. To compare with pooled ERM, we evaluate models trained with ERM separately on each subgroup (stratified ERM), models trained with IPCW-weighted regularized training objectives that penalize differences in the log-loss or AUC between each subgroup and the overall population, and IPCW-weighted DRO objectives that target the worst-case log-loss or AUC across subgroups. The hyperparameter grid, early stopping, and model selection procedures conducted for the stratified ERM experiments exactly match those used for the pooled ERM experiments. For models trained with regularized objectives or DRO, we use a feedforward neural network with hyperparameters fixed to three hidden layers with 256 hidden units, a dropout probability of 0.25, and a learning rate of $1 \times 10^{-4}$. For the regularized models, we evaluate a grid of five $\lambda$ values distributed log-uniformly from $1 \times 10^{-2}$ to 10 and conduct early-stopping on the basis of the value of the penalized loss. For the DRO experiments, we evaluate unmodified and balanced sampling by subgroup, as well as a grid of value of $\eta$ given by 0.01, 0.1, and 1.

As in the case of the unpenalized ERM experiments, we fix the batch size to be 512 and evaluate early-stopping criteria in intervals of 100 minibatches and terminate when the criterion has not improved for 25 iterations. For the fairness-regularized models, we perform early stopping on the basis of the penalized log-loss that incorporates the regularization term. To conduct early-stopping for DRO experiments, we use worst-case early-stopping criteria [78] that returns the model with the best worst-case subgroup AUC or log-loss observed over the training procedure when the worst-case value has not improved for twenty-five epochs of 100 minibatches. We use the worst-case subgroup AUC for early-stopping when the AUC-based training objective is used and the worst-case subgroup log-loss when the DRO objective defined over the log-loss is used.

For model selection on the validation set, we use criteria defined in terms of the worst-case performance (either AUC or log-loss) for both regularized and DRO experiments, over the full set of hyperparameter configurations. We use the worst average performance produced by averaging validation set performance over the training replicates. As was the case for early-stopping, we use the worst-case AUC for model selection for the regularized and DRO experiments that incorporate the AUC into their objective, and use the worst-case log-loss for model selection for objectives that incorporate the log-loss into their objective.
A.6.6 Regularized fairness objectives for equalized odds. To evaluate the effect of penalizing violation of equalized odds, we use regularized training objectives that incorporate an IPCW-weighted MMD penalty to penalize differences in the outcome-conditioned distribution of the risk score between each subgroup and the marginal population (equations (27) and (29)), as well as a penalty that penalizes differences in the true positive and false negative rates between each subgroup and the marginal population at the guideline-relevant thresholds of 7.5% and 20% [3] using an IPCW-weighted objective that uses a softplus relaxation to the indicator function (equation (30)). To simplify the experiment, we conduct this analysis only with the intersectional categories defined by race, ethnicity, and sex, but separately evaluate the models on the intersectional categories and for race/ethnicity and sex separately. Furthermore, we fix hyperparameters to those used for the regularized and DRO models in section A.6.5 and evaluate five values of the regularization penalty λ distributed log-uniformly from $1 \times 10^{-2}$ to 10. As before, we fix the batch size to be 512 and evaluate early-stopping criteria in intervals of 100 minibatches and terminate when the value of the penalized loss has not improved for 25 iterations. For these models, we do not conduct explicit model selection over the regularization path on the basis of validation set performance given that it was of interest to evaluate each value of λ separately.

A.6.7 Evaluation of model performance. To compute 95% confidence intervals for model performance metrics, we draw 1,000 bootstrap samples from the test set, stratified by levels of the outcome and subgroup attribute relevant to the evaluation, compute the IPCW-weighted performance metrics for the set of five derived models on each bootstrap sample, and take the 2.5% and 97.5% empirical quantiles of the resulting distribution that results from pooling over both the models and bootstrap replicates. We construct analogous confidence intervals for the difference in the model performance relative to pooled ERM by computing the difference in the performance computed on the same bootstrap sample and taking the 2.5% and 97.5% empirical quantiles of the distribution of the differences. To construct confidence intervals for the worst-case performance over subgroups, we extract the worst-case performance for each bootstrap sample.

We assess model performance in the test set in terms of IPCW-weighted variants of the AUC, the average log-loss, the absolute calibration error (ACE) [4, 77, 111], true positive rate, false positive rate, calibration curve, and the net benefit. Estimates of the calibration curve used to compute the ACE and calibrated net benefit rely on an estimate of the calibration curve learned via a logistic regression estimator trained on the test data to predict the outcome from a logit-transformed outputs of the predictive model as inputs. The inverse of the calibration curve used to compute the calibrated net benefit is derived analytically based on the coefficients of the learned logistic regression model. To compute the ACE, we use an IPCW-weighted average of the absolute value of the differences between the model output and the calibration curve.
### B SUPPLEMENTARY TABLES

**Table B1.** Characteristics of the cohort drawn from the Optum CDM database. Data are grouped based on sex, racial and ethnic categories, and the presence of type 2 and type 1 diabetes, rheumatoid arthritis (RA), and chronic kidney disease (CKD). Shown, for each subgroup, is the number of patients extracted, the rate at which the ten-year ASCVD outcome is censored, and an inverse probability of censoring weighted estimate of the incidence of the ten-year ASCVD outcome.

<table>
<thead>
<tr>
<th>Group</th>
<th>Count</th>
<th>Censoring rate</th>
<th>Incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>3,253,609</td>
<td>0.816</td>
<td>0.105</td>
</tr>
<tr>
<td>Male</td>
<td>2,549,256</td>
<td>0.821</td>
<td>0.120</td>
</tr>
<tr>
<td>Asian</td>
<td>165,198</td>
<td>0.814</td>
<td>0.0829</td>
</tr>
<tr>
<td>Black or African American</td>
<td>438,144</td>
<td>0.786</td>
<td>0.136</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>433,238</td>
<td>0.800</td>
<td>0.104</td>
</tr>
<tr>
<td>Other race/ethnicity</td>
<td>880,116</td>
<td>0.936</td>
<td>0.115</td>
</tr>
<tr>
<td>White</td>
<td>3,886,169</td>
<td>0.797</td>
<td>0.110</td>
</tr>
<tr>
<td>Asian, female</td>
<td>88,100</td>
<td>0.806</td>
<td>0.0793</td>
</tr>
<tr>
<td>Asian, male</td>
<td>77,098</td>
<td>0.823</td>
<td>0.0874</td>
</tr>
<tr>
<td>Black, female</td>
<td>262,559</td>
<td>0.784</td>
<td>0.128</td>
</tr>
<tr>
<td>Black, male</td>
<td>175,585</td>
<td>0.788</td>
<td>0.150</td>
</tr>
<tr>
<td>Hispanic, female</td>
<td>235,736</td>
<td>0.792</td>
<td>0.102</td>
</tr>
<tr>
<td>Hispanic, male</td>
<td>197,502</td>
<td>0.810</td>
<td>0.107</td>
</tr>
<tr>
<td>Other, female</td>
<td>522,369</td>
<td>0.932</td>
<td>0.108</td>
</tr>
<tr>
<td>Other, male</td>
<td>357,747</td>
<td>0.932</td>
<td>0.125</td>
</tr>
<tr>
<td>White, female</td>
<td>2,144,845</td>
<td>0.794</td>
<td>0.102</td>
</tr>
<tr>
<td>White, male</td>
<td>1,741,324</td>
<td>0.802</td>
<td>0.119</td>
</tr>
<tr>
<td>Type 2 diabetes absent</td>
<td>5,388,193</td>
<td>0.817</td>
<td>0.104</td>
</tr>
<tr>
<td>Type 2 diabetes present</td>
<td>414,672</td>
<td>0.835</td>
<td>0.20</td>
</tr>
<tr>
<td>Type 1 diabetes absent</td>
<td>5,741,282</td>
<td>0.818</td>
<td>0.110</td>
</tr>
<tr>
<td>Type 1 diabetes present</td>
<td>61,583</td>
<td>0.825</td>
<td>0.240</td>
</tr>
<tr>
<td>RA absent</td>
<td>5,733,505</td>
<td>0.819</td>
<td>0.110</td>
</tr>
<tr>
<td>RA present</td>
<td>69,360</td>
<td>0.782</td>
<td>0.185</td>
</tr>
<tr>
<td>CKD absent</td>
<td>5,758,773</td>
<td>0.819</td>
<td>0.110</td>
</tr>
<tr>
<td>CKD present</td>
<td>44,092</td>
<td>0.767</td>
<td>0.253</td>
</tr>
</tbody>
</table>
Table B2. Code and concept identifiers used to construct the cohort. Parentheses indicate the source vocabulary for the listed identifiers. We use the International Classification of Diseases version 9 (ICD-9), the Anatomical Therapeutic Chemical Classification System (ATC), Logical Observation Identifiers Names and Codes (LOINC), and OMOP CDM concept identifiers. Asterisks indicate the union of all possible suffixes and brackets indicate a range of included suffixes. For identifiers that are not OMOP CDM concept identifiers, we map the listed identifiers to standard OMOP CDM concepts using the mappings provided by the OMOP CDM vocabulary. Each set of OMOP CDM concepts used in the cohort definition is defined by the union of the mapped standard OMOP CDM concepts and their descendants in the OMOP CDM vocabulary followed by the exclusion of any excluded concepts and their descendants from the set.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Code or concept identifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke (ICD-9)</td>
<td>430*, 431*, 432*, 433* (except 433.<em>,0), 434</em> (except 434.<em>,0), 436</em></td>
</tr>
<tr>
<td>Myocardial Infarction (ICD-9)</td>
<td>410*</td>
</tr>
<tr>
<td>Coronary Heart Disease (ICD-9)</td>
<td>411*, 413*, 414*</td>
</tr>
<tr>
<td>Cardiovascular Disease (ICD-9)</td>
<td>410*, 411*, 413*, 414*, 430*. 431*, 432*, 433*, 434*, 436*, 427.31, 428*</td>
</tr>
<tr>
<td>Statin (ATC)</td>
<td>C10AA0[1-8]</td>
</tr>
<tr>
<td>Type 1 diabetes (OMOP)</td>
<td>201254, 40484648, 201254, 435216</td>
</tr>
<tr>
<td>Gestational diabetes (OMOP)</td>
<td>4058243</td>
</tr>
<tr>
<td>Type 2 diabetes (OMOP)</td>
<td>443238, 201820, 442793 (exclude all type 1 and gestational concepts)</td>
</tr>
<tr>
<td>Chronic kidney disease (OMOP)</td>
<td>192279, 192359, 193253, 194385, 195314, 201313, 261071, 4103224, 4263367, 46271022 (exclude 195014, 195289, 195737, 197320, 197930, 4066005, 37116834, 43530912, 45769152)</td>
</tr>
<tr>
<td>Rheumatoid Arthritis (OMOP)</td>
<td>80809</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (LOINC)</td>
<td>18262-6, 13457-7, 2089-1</td>
</tr>
</tbody>
</table>
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Fig. C1. The effect of censoring on the observation of binary outcomes

Fig. C2. The result of the most recent low density lipoprotein cholesterol (LDL-C) measurement versus the estimated risk of ASCVD within ten years.
Fig. C3. The performance of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex, including intersectional subgroups, relative to the results attained by the application of unpenalized ERM to the overall population. Results shown are the relative AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss or AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C4. The net benefit of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex, including intersectional subgroups, relative to the results attained by the application of unpenalized ERM to the overall population. Results shown are the net benefit (NB) and calibrated net benefit (cNB), parameterized by the choice of a decision threshold of 7.5% or 20%, assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss or AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C5. The performance of models that estimate ten-year ASCVD risk, for subgroups defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes, relative to the results attained by the application of unpenalized ERM to the overall population. Results shown are the relative AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unpenalized ERM, regularized objectives that penalize differences in the log-loss or AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss or AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C6. The performance of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex. Results shown are the AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss of AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss of AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C7. The performance of models that estimate ten-year ASCVD risk for subgroups defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes. Results shown are the AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unpenalized ERM, regularized objectives that penalize differences in the log-loss of AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss of AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C8. The net benefit of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex. Results shown are the net benefit (NB) and calibrated net benefit (cNB), parameterized by the choice of a decision threshold of 7.5% or 20%, assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss of AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss of AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C9. The net benefit of models that estimate ten-year ASCVD risk, for subgroups defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes, relative to the results attained by the application of unpenalized ERM to the overall population. Results shown are the net benefit (NB) and calibrated net benefit (cNB), parameterized by the choice of a decision threshold of 7.5% or 20%, assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss or AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C10. The net benefit of models that estimate ten-year ASCVD risk for subgroups defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes. Results shown are the net benefit (NB) and calibrated net benefit (cNB), parameterized by the choice of a decision threshold of 7.5% or 20%, assessed in the overall population, on each subgroup, and in the worst-case over subgroups following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss of AUC across subgroups, or DRO objectives that optimize for the worst-case log-loss of AUC across subgroups. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C11. Satisfaction of equalized odds evaluated across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C12. The net benefit evaluated for a range of thresholds across racial and ethnic subgroups, parameterized by the choice of a decision threshold of 7.5%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter \( \lambda \), is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C13. The net benefit evaluated for a range of thresholds across racial and ethnic subgroups, parameterized by the choice of a decision threshold of 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C14. Decision curve analysis to assess net benefit of models across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C15. The performance of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Fig. C16.** Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Fig. C17.** The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty, parameterized by the choice of a decision threshold of 7.5% or 20%. Plotted, for each subgroup is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C18. Satisfaction of equalized odds for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C19. Decision curve analysis to assess net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by ’rel’. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C20. The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty, for the net benefit parameterized by the choice of a decision threshold of 7.5%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C21. The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty, for the net benefit parameterized by the choice of a decision threshold of 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C22. Model performance evaluated across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C23. Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C24. The net benefit evaluated across subgroups defined by sex, parameterized by the choice of a decision threshold of 7.5% or 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C25. Satisfaction of equalized odds evaluated across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C26. The net benefit evaluated for a range of thresholds across subgroups defined by sex, parameterized by the choice of a decision threshold of 7.5%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C27. The net benefit evaluated for a range of thresholds across subgroups defined by sex, parameterized by the choice of a decision threshold of 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter \( \lambda \), is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C28. Decision curve analysis to assess net benefit of models across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C29. Model performance evaluated across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C30. Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C31. The net benefit evaluated across racial and ethnic subgroups, parameterized by the choice of a decision threshold of 7.5% or 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C32. Satisfaction of equalized odds evaluated across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C33. The net benefit evaluated for a range of thresholds across racial and ethnic subgroups, parameterized by the choice of a decision threshold of 7.5%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C34. The net benefit evaluated for a range of thresholds across racial and ethnic subgroups, parameterized by the choice of a decision threshold of 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C35. Decision curve analysis to assess net benefit of models across racial and ethnic subgroups for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C36. The performance of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C37. Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter \( \lambda \), are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C38. The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%, parameterized by the choice of a decision threshold of 7.5% or 20%. Plotted, for each subgroup is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter \( \lambda \). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C39. Satisfaction of equalized odds for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C40. Decision curve analysis to assess net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit ($\text{cNB}$) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C41. The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%, parameterized by the choice of a decision threshold of 7.5%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C42. The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%, parameterized by the choice of a decision threshold of 20%. Plotted, for each subgroup and value of the regularization parameter \( \lambda \), is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C43. Model performance evaluated across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter \( \lambda \), is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Fig. C44.** Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Fig. C45.** The net benefit evaluated across subgroups defined by sex, parameterized by the choice of a decision threshold of 7.5% or 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C46. Satisfaction of equalized odds evaluated across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Fig. C47. The net benefit evaluated for a range of thresholds across subgroups defined by sex, parameterized by the choice of a decision threshold of 7.5%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C48. The net benefit evaluated for a range of thresholds across subgroups defined by sex, parameterized by the choice of a decision threshold of 20%, for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by "rel". Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Fig. C49. Decision curve analysis to assess net benefit of models across subgroups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional subgroups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each subgroup and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
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