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Abstract

The use of machine learning to develop predictive models that inform clinical decision making has the potential to introduce and exacerbate health inequity. A growing body of work has framed these issues as ones of algorithmic fairness, seeking to develop techniques to anticipate and proactively mitigate harms. The central aim of my work is to provide and justify practical recommendations for the development and evaluation of clinical predictive models in alignment with these principles. Using evidence derived from large-scale empirical studies, I demonstrate that, when it is assumed that the predicted outcome is not subject to differential measurement error across groups and threshold selection is unconstrained, approaches that aim to incorporate fairness considerations into the learning objective used for model development typically do not improve model performance or confer greater net benefit for any of the studied patient populations compared to standard learning paradigms. For evaluation in this setting, I advocate for the use of criteria that assess the calibration properties of predictive models across groups at clinically-relevant decision thresholds. To contextualize the interplay between measures of model performance, fairness, and benefit, I present a case study for models that estimate the ten-year risk of atherosclerotic cardiovascular disease to inform statin initiation. Finally, I caution that standard observational analyses of algorithmic fairness in healthcare lack the contextual grounding and causal awareness necessary to reason about the mechanisms that lead to health disparities, as well as about the potential for technical approaches to counteract those mechanisms, and argue for refocusing algorithmic fairness efforts in healthcare on participatory design, transparent model reporting, auditing, and reasoning about the impact of model-enabled interventions in context.
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Chapter 1

Introduction

The use of machine learning with observational health data to guide clinical decision making has the potential to introduce and exacerbate health disparities for disadvantaged and underrepresented populations [2–7]. This effect can derive from inequity in historical and current patterns of care access and delivery [2, 8–12], underrepresentation in clinical datasets [13], the use of biased or mis-specified proxy outcomes during model development [4, 14, 15], and differences in the accessibility, usability, and effectiveness of predictive models across groups [2, 16]. In response, considerable attention has been devoted to reasoning about the extent to which clinical predictive models may be designed to anticipate and proactively mitigate harms and advance health equity [2, 3, 5, 8, 17–20].

In pursuit of these aims, a growing body of work has framed these issues and potential mitigation strategies as ones of algorithmic fairness. Algorithmic fairness relies on mathematical specification of fairness criteria representative of ideal properties. As a tool for evaluation and auditing, quantifying the extent of fairness criteria violation with fairness metrics may help identify consequential differences in model outputs across subpopulations that contribute to disparate impact [21–24]. These tools may also aid in hypothesis generation for potential upstream biases in data collection, measurement, or problem formulation [21–24]. Furthermore, several techniques developed within this framework are capable of learning clinical predictive models subject to fairness constraints defined as the maximum allowable violation of some fairness criterion [25–30].

The role that algorithmic fairness techniques should have in the development of clinical predictive models is actively debated [2, 3, 17, 18, 31–33]. In the context of this debate, it is important to recognize that algorithmic fairness techniques enable monitoring and manipulating the output of predictive models, but are generally insufficient by themselves to mitigate the introduction or perpetuation of health disparities resulting from model-guided interventions [3, 4, 17, 18, 31, 34–40]. Health disparities arise as a result of structural forms of racism and related inequities in areas such as housing, education, employment, and criminal justice that affect healthcare access, utilization, and quality [12, 41]. As a result, the naive application of algorithmic fairness techniques may lead to
misleading conclusions in several cases, including when the observed outcome is a biased surrogate for the construct of interest \cite{4, 40}, when the evaluation of a predictive model is not appropriately contextualized in terms of the impact of the intervention that it enables \cite{33, 38, 42-44}, and when the values and preferences of marginalized populations are not reflected in the formulation of the problem or in the evaluation of the utility of the model-informed intervention. Furthermore, as there are major incompatibilities between different fairness criteria, procedures that learn predictive models subject to fairness constraints typically do so at the expense of considerable trade-offs that are well-understood in limited theoretical contexts \cite{45-47}, but less so in practical contexts where clinical predictive models are developed, evaluated, and deployed.

The central aim of this dissertation is to provide and justify practical recommendations for the development and evaluation of clinical predictive models in alignment with algorithmic fairness principles. To substantiate the provided recommendations, we present theoretical arguments in chapter 2 that relate the statistical properties of and trade-offs implied by algorithmic fairness techniques to the downstream benefits of model-informed clinical interventions. Subsequently, we present empirical evidence in chapters 3, 4, and 5 to assess the extent to which the expected theoretical properties manifest in practice for predictive models learned from large-scale electronic health records databases. We conclude in chapter 6 with a summary of our recommendations in the context of the evidence presented in the prior chapters.

1.1 Outline of the dissertation

In chapter 2, we provide an overview of the concepts and practical methodology central to the application of algorithmic fairness principles to predictive models for clinical decision making, serving as both a review of the relevant literature as well as a technical presentation of the core methodology used throughout the remainder of the dissertation. The content in the chapter is organized as (1) a presentation of technical procedures for evaluating fairness criteria, (2) a review of the fundamental relationships and trade-offs between competing notions of fairness, (3) recommendations for the use of algorithmic fairness techniques in the context of the implications of the aforementioned trade-offs on the benefits and harms that model-guided interventions confer, (4) a presentation of approaches that aim to promote fairness by learning models that satisfy fairness constraints or maximize worst-case performance over groups, and (5) an extension of the presented model development and evaluation procedures to data with censored outcomes. The descriptions of fairness criteria and training objectives presented in this chapter are partially adapted from Pfohl et al. \cite{48} and Pfohl et al. \cite{49}.

In chapter 3, we present an empirical study undertaken to evaluate the extent to which theoretical trade-offs between different fairness criteria manifest empirically in the context of predictive models learned from large-scale electronic health records databases. In particular, we measure the effects
that the use of training objectives that penalize violation of fairness criteria (defined in terms of either differences in the distribution of predictions or differences in the true positive rates or false positive rates across groups) has on measures of model performance and fairness defined in terms of global and cross-group measures of fit, calibration, and ranking performance. The content presented in this chapter is primarily adapted from Pfohl et al. [48].

In chapter 4, we present an empirical study that evaluates training objectives that aim to improve worst-case model performance over a set of patient subpopulations. Specifically, we evaluate distributionally robust optimization procedures that encode learning objectives that maximize worst-case performance over groups as one of learning to be robust under distribution shifts defined over marginal shifts in the proportion of data available from each group. The objectives studied in this chapter represent a shift in perspective from the goal of requiring that some statistic be equal across groups towards a perspective of aiming to identify the best model for each group. The content presented in this chapter is primarily adapted from Pfohl et al. [49].

In chapter 5, we conduct a case study to contextualize our findings in the context of the estimation of the risk of developing atherosclerotic cardiovascular disease within ten years of the prediction. As clinical practice guidelines recommend the use of such models to inform the initiation of cholesterol-lowering statin therapy, model performance characteristics, particularly calibration properties, have consequences for the appropriateness of care. As the evidence concerning the effects of such interventions are well-understood, we use this case study to evaluate algorithmic fairness techniques in the context of the benefits and harms of the statin initiation, estimated with techniques presented in chapter 2. In addition to probing the consequences of incorporating fairness constraints into the model development process, we also apply the procedures presented in chapter 2 to assess which strategies result in models that result in the best overall discrimination, calibration, and net benefit for relevant subpopulations defined on the basis of race, ethnicity, sex, and risk-modifying comorbidities include diabetes, chronic kidney disease, and rheumatoid arthritis. Furthermore, as ten-year ASCVD outcomes are frequently subject to censoring, we use this case study to highlight the importance of adjusting both the model development and evaluation process for censoring.

In chapter 6, we summarize the primary conclusions of the work as a whole and discuss directions for future research in algorithmic fairness in healthcare. Content in this chapter is partially adapted from Pfohl et al. [48].
Chapter 2

Methods of algorithmic fairness for clinical risk prediction

This chapter provides a technical overview of the fundamental concepts central to reasoning about algorithmic fairness for predictive models. We begin by presenting background on algorithmic fairness criteria and the statistical and computational procedures used to assess satisfaction of those criteria in practice. In section 2.3, we review the theoretical statistical relationships and trade-offs between these criteria. Then, in section 2.4, we discuss assessments of the net benefit of clinical decision making and provide recommendations for the interpretation of algorithmic fairness assessments in the context of the benefits and harms of clinical decisions made on the basis of predictive model outputs. In section 2.5, we present learning procedures that either penalize violation of fairness criteria or aim to improve the worst-case value of a performance metric over groups of patients, forming the basis for the experiments presented in chapters 3, 4, and 5. Finally, in section 2.6, we extend the procedures of the prior sections to the case where the outcomes used for model development and evaluation are partially observed due to presence of censoring, enabling the the case study presented in chapter 5.

2.1 Preliminaries

Here, we introduce the formal notation and key assumptions used throughout the chapter. Let \( X \in \mathcal{X} = \mathbb{R}^m \) be a variable designating a vector of covariates and \( Y \in \mathcal{Y} = \{0,1\} \) be a binary indicator of an outcome. The objective of supervised learning with binary outcomes is to use data \( \mathcal{D} = \{(x_i, y_i, a_i)\}_{i=1}^N \sim P(X,Y,A) \) to learn a function \( f_\theta \in \mathcal{F} : \mathbb{R}^m \to [0,1] \) parameterized by \( \theta \). The function \( f_\theta \) can be considered to be a risk estimator that, when optimal, estimates \( \mathbb{E}[Y \mid X] = P(Y = 1 \mid X) \). In the initial presentation, we consider the prediction of binary outcomes...
Table 2.1: Summary of group fairness criteria expressed as independence statements.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Definition</th>
<th>Interpretation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric parity</td>
<td>$g(.) \perp A$</td>
<td>Metric $g$ does not differ</td>
<td>[26, 50, 51]</td>
</tr>
<tr>
<td>Demographic parity</td>
<td>$S \perp A$</td>
<td>Score distribution does not differ</td>
<td>[26, 50, 51]</td>
</tr>
<tr>
<td>Demographic parity</td>
<td>$\hat{Y} \perp A$</td>
<td>Classification rate does not differ</td>
<td>[26, 50, 51]</td>
</tr>
<tr>
<td>Equalized odds</td>
<td>$S \perp A \mid Y$</td>
<td>Identical ROC curves</td>
<td>[25]</td>
</tr>
<tr>
<td>Equalized odds</td>
<td>$\hat{Y} \perp A \mid Y$</td>
<td>Equal TPR and equal FPR</td>
<td>[25]</td>
</tr>
<tr>
<td>Group calibration</td>
<td>$E[Y \mid S = s, A] = s$</td>
<td>Calibrated for each group</td>
<td>[45]</td>
</tr>
<tr>
<td>Sufficiency</td>
<td>$Y \perp A \mid S$</td>
<td>Calibration curves do not differ</td>
<td>[45]</td>
</tr>
<tr>
<td>Predictive parity</td>
<td>$Y \perp A \mid \hat{Y} = 1$</td>
<td>PPV does not differ</td>
<td>[47]</td>
</tr>
</tbody>
</table>

$Y$ that are observed without measurement error or bias, but we extend the presentation to censored outcomes in section 2.6. The standard learning paradigm of empirical risk minimization (ERM) seeks a model $f_\theta$ that estimates $E[Y \mid X = x]$ by minimizing the average cross-entropy loss (the empirical risk) $\ell$ over the dataset:

$$\min_{\theta \in \Theta} \mathcal{L}(f_\theta) := \min_{\theta \in \Theta} \sum_{i=1}^{N} \ell(y_i, f_\theta(x_i)).$$  \hspace{1cm} (2.1)$$

We designate the random variable resulting from the application of the model $f_\theta$ to $X$ to be given by $S$, such that $S = f_\theta(X)$. Given $S$, a threshold predictor $\hat{Y}$ may be derived by comparing $S$ to a threshold $\tau_\theta \in [0, 1]$ to produce binary predictions $\hat{Y}(X) = \mathbb{1}[f_\theta(X) \geq \tau_\theta] \in \{0, 1\}$. Furthermore, we define the calibration curve $c : [0, 1] \rightarrow [0, 1]$ to be a function that describes the expected value of $Y$ given $S$, such that $c(s) = E[Y \mid S = s] = P(Y = 1 \mid S = s)$.

We consider data that may be partitioned on the basis of a discrete indicator of a categorical attribute $A \in A = \{A_k\}_{k=1}^{K}$ with $K$ categories. In some cases, $A$ may correspond to an attribute that describes partitions of the population where the value of $A = A_k$ refers to some specific partition defined by the attribute. In this work, we use group, subpopulation, and subgroup interchangeably to refer to such partitions. Examples of attributes used to partition the population include demographic attributes (e.g. race, ethnicity, gender, sex, age group) or strata defined by complex phenotypes or comorbidity profiles (e.g. patients with type 2 diabetes without history of cardiovascular disease).

For notational convenience, we refer to an empirical mean defined over a dataset as an expectation involving $\mathcal{D}$. For example, $E_{x \sim \mathcal{D} \mid Y = 1} f_\theta(x)$ refers to the empirical mean of the model outputs over the set of patients for whom $Y = 1$. Furthermore, we use the shorthand $\mathcal{D}_{A_k}$, when referring to the subset of the data $\mathcal{D}$ corresponding to group $A = A_k$. 
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2.2 Evaluation for algorithmic fairness: criteria and metrics

In this section, we present fairness criteria, which represent ideal statistical properties that associated with fairness, and fairness metrics, which are computable quantities used to assess violation of these criteria. We primarily focus on group fairness criteria that can be succinctly described as notions of statistical independence between the group indicator $A$ and some property of the model predictions and data. A high-level summary of these criteria is presented in Table 2.1.

These metrics can be constructed either as one-vs-marginal comparisons, where the total violation is quantified as an aggregation over the violation quantified between each group and the population overall, or as a pairwise comparison computed as an aggregation over the violation computed between each pair of groups. In this work, we primarily consider metrics computed on the basis of one-vs-marginal comparisons due to the reduced computational complexity.

2.2.1 Metric parity

Many of the fairness metrics that we consider are ones that assess violation of one or more instances of metric parity, a fairness criterion specified as $g_j(\cdot) \perp A$ for one or more metrics $g_j$. A general form of a fairness metric associated with this criterion is given by

$$M_{\text{MetricParity}} = \frac{1}{K} \sum_{j=1}^{J} \sum_{A_k \in A} |g_j(f_\theta, \mathcal{D}_{A_k}) - g_j(f_\theta, \mathcal{D})|^p$$ \hspace{1cm} (2.2)$$

where each $g_j : \mathcal{F} \times (\mathcal{X}, \mathcal{Y}) \rightarrow \mathbb{R}^+$ and $p \in \{1, 2\}$ is the order. Intuitively, to compute a fairness metric of this form, one or more metrics $g_j$ are computed for each group and for the population overall. Then, the absolute value ($p = 1$) or sum of squares ($p = 2$) of the differences between the value of each metric computed on each group and for the population overall are accumulated.

The form presented in equation (2.2) can be used to generate fairness metrics that assess violation of a subset of the criteria described in Table 2.1, but also supports more flexible notions of fairness defined in terms of comparisons of arbitrary metrics computable on the basis of the observed data. In particular, a broad class of fairness criteria defined as parity in model performance measures across groups or subpopulations can be assessed through fairness metrics defined in this manner. This includes comparisons of performance metrics used to assess the global performance of a model, including the area under the receiver operating characteristic curve (AUC), or the area under the precision-recall curve (AUPRC), the average log-loss (representative of the likelihood), as well as performance metrics defined at a threshold, including the accuracy, conditional error rates (true positive, false positive, true negative, and false negative rates), and positive predictive value (PPV; also known as precision). In the sections that follow, we discuss both fairness metrics that can be considered to assess instances of metric parity, as well as those based on other types of comparisons across groups.
2.2.2 Conditional prediction parity

We refer to a class of group fairness criteria that assess conditional independence between model predictions $\hat{Y}$ or $S$ and the group indicator $A$ as conditional prediction parity. When an instance of a fairness criterion of this class depends on a binary prediction $\hat{Y}$, we say it is a threshold-based criterion, and when it depends on the score $S$, we say it is a threshold-free criterion. This form captures demographic parity ($\hat{Y} \perp A$ or $S \perp A$) [26, 50, 51], equalized odds ($\hat{Y} \perp A \mid Y$ or $S \perp A \mid Y$) [25], and equal opportunity ($\hat{Y} \perp A \mid Y = 1$ or $S \perp A \mid Y = 1$) [25].

Conditional prediction parity at a threshold

Here, we present formal definitions of metrics that can be used to assess of conditional prediction parity at a threshold. The classification rate is defined as $\frac{1}{N} \sum_{i=1}^{N} \hat{Y}(x_i)$. Comparisons of the classification rate across groups provides an assessment of demographic parity at a threshold [26, 50, 51]. Conducting such a comparison nested within levels of the outcome provides an assessment of equalized odds [25], which is equivalent to requiring that both the true positive rates and the false positive rates are equal across groups. A constraint that the true positive rates be equal is also known as equal opportunity [25]. Concretely, the true positive rate (also known as the sensitivity or recall) is given by $(\sum_{i=1}^{N} \mathbb{1}[y_i = 1])^{-1} \sum_{i=1}^{N} \mathbb{1}[y_i = 1] \hat{Y}(x_i) = \mathbb{E}_{D \mid Y = 1} \hat{Y}$ and the false positive rate is given by $(\sum_{i=1}^{N} \mathbb{1}[y_i = 0])^{-1} \sum_{i=1}^{N} \mathbb{1}[y_i = 0] \hat{Y}(x_i) = \mathbb{E}_{D \mid Y = 0} \hat{Y}$. Note that a constraint that the true positive rates across groups be equal is equivalent to one that requires the false negative rates be equal across groups, as the true positive and false negative rates sum to one. Similarly, a constraint that the false positive rates across groups be equal across groups is equivalent to one that requires the true negative rates (also known as the specificity) to be equal across groups.

To understand the properties of the classification rate and conditional error rates (true and false positive rates), it is useful to recognize that they can also be described in terms of the cumulative distribution function of the risk score over a population. If we let $S = f_{\theta}(X)$ be a random variable representing the distribution of the risk score, then we can represent the classification rate evaluated at a threshold $\tau_y$ by $1 - F_S(\tau_y) = P(S \geq \tau_y)$, for the cumulative distribution function $F_S(s) = P(S < s)$1. The true positive rate and false positive rate are defined analogously for the conditional distribution of the risk score for which $Y = 1$ and $Y = 0$, respectively. Concretely, the true positive rate is given by $P(S \geq \tau_y \mid Y = 1)$ and the false positive rate is given by $P(S \geq \tau_y \mid Y = 0)$.

Threshold-free conditional prediction parity

Threshold-free notions of conditional prediction parity are those defined in terms of conditional independence of the distribution of the risk score across groups. A simple approach that leverages the formulation of metric parity (equation (2.2)) is to compare the mean of the predicted score

---

1Note that the cumulative distribution function is typically defined as $F_S(s) = P(S \leq s)$. 

---
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within the appropriate strata. With this approach, the relevant metric to use for assessment of demographic parity is simply the mean of the risk score distribution, \( g(X) = \frac{1}{N} \sum_{i=1}^{N} f_{\theta}(X) \). For equalized odds, the relevant comparisons are conducted on the basis of the mean score conditioned on the outcome, \( g_{1}(X) = (\sum_{i=1}^{N} \mathbb{1}[y_i = 1])^{-1} \sum_{i=1}^{N} \mathbb{1}[y_i = 1] f_{\theta}(x_i) = E_{D,Y=1} f_{\theta}(X) \) and \( g_{0}(X) = (\sum_{i=1}^{N} \mathbb{1}[y_i = 0])^{-1} \sum_{i=1}^{N} \mathbb{1}[y_i = 0] f_{\theta}(x_i) = E_{D,Y=0} f_{\theta}(X) \).

The approach of comparing the mean of the risk score distribution is straightforward, but reflects the assessment of a necessary, but not sufficient condition for threshold-free conditional prediction parity, as a comparison of the means does not assess differences in higher-order moments. To address this, we present metrics that use a notion of distance on probability distributions \( D \), implemented as either an approximation to a divergence or integral probability metric \([52]\), to assess differences in the distribution of the risk score across groups. With this formulation, the fairness criteria is satisfied if the associated fairness metric is equal to zero, and is positive otherwise. In this work, we use the Earth Mover’s Distance \([53]\), the Maximum Mean Discrepancy \([54]\), and learned classifiers to implement \( D \) \([48, 55, 56]\). The fairness metric for demographic parity is given by

\[
M_{DP} = \frac{1}{K} \sum_{A_k \in \mathcal{A}} D(P(f_{\theta}(X) \mid A = A_k) \| P(f_{\theta}(X))),
\]  

(2.3)

and the analogous metric for equalized odds is given by

\[
M_{EqOdds} = \frac{1}{K} \sum_{Y_j \in \{0,1\}} \sum_{A_k \in \mathcal{A}} D(P(f_{\theta}(X) \mid A = A_k, Y = Y_j) \| P(f_{\theta}(X) \mid Y = Y_j)).
\]  

(2.4)

2.2.3 Fairness criteria based on calibration

Several relevant notions of fairness are related to the calibration properties of a model. Calibration in the context of clinical risk prediction typically refers to the extent to which probabilistic predictions are faithful estimates of the observed event rates. In particular, the calibration curve \( c(s) = E[Y = 1 \mid S = s] \) is used to assess calibration. A model is said to be calibrated if \( c(s) = s \) for all \( s \in [0,1] \). In other words, a model is calibrated if the outcome is observed \( s \times 100\% \) of the time among patients whose prediction is \( s \).

Threshold-free calibration measures

We define the absolute calibration error (ACE) to assess the average deviation from perfect calibration in a population, relying on an auxiliary estimator \( h : [0,1] \rightarrow [0,1] \) that provides an approximation of \( c(s) \):

\[
ACE = E_{x \sim D} |h(f_{\theta}(x)) - f_{\theta}(x)|^p.
\]  

(2.5)

When \( p = 2 \), this metric may be interpreted as an instance of the mean squared calibration error proposed in Yadlowsky et al. \([57]\), used here in the context of uncensored binary outcomes. When
\( p = 1 \), it may be interpreted as an instance of the integrated calibration index, proposed in Austin and Steyerberg [58].

We also consider a signed variant of the metric:

\[
ACE_{\text{signed}} = \mathbb{E}_{x \sim D} \left[(f_{\theta}(x)) - f_{\theta}(x)\right].
\] (2.6)

The signed measure can assess the directionality of mis-calibration, but may be misleading when positive deviations offset negative ones. For clarity, a positive value for the signed measure corresponds to under-prediction of risk, as it corresponds to an excess number of observed outcomes given the risk estimates.

Plugging the absolute calibration error directly into equation (2.2) provides the means to assess differences in the extent to which a model is calibrated across groups, but is an insufficient measure to assess violations of sufficiency across groups. The sufficiency [45] condition requires that the probability of the outcome not differ across groups conditioned on the value of the risk score, i.e. \( Y \perp A \mid S \). This is equivalent to requiring that the calibration curve not differ for each group. Sufficiency differs from the related criteria of group calibration. Group calibration is defined as a requirement that the risk score be calibrated for each group [46, 59], i.e. \( \mathbb{E}[Y \mid S = s, A = A_k] = s \) for all \( A_k \in \mathcal{A} \). It should be noted that a model that satisfies group calibration also satisfies sufficiency, but a model may satisfy sufficiency without satisfying group calibration [60].

We present a measure of relative calibration to assess violation of sufficiency. This measure assesses the extent to which the observed event rates conditioned on the predicted risk differ across groups, using estimators of the calibration curves for each group. Given an auxiliary estimator \( h \) that estimates the calibration curve for the entire population and an estimator \( h_k \) that estimates the calibration curve for group \( A_k \), the relative calibration error (RCE) for group \( A_k \) is defined as

\[
RCE_k = \mathbb{E}_{x \sim D \mid A = A_k} \left|h_k(f_{\theta}(x)) - h(f_{\theta}(x))\right|^p_p.
\] (2.7)

with the corresponding signed metric defined as

\[
RCE_{\text{signed}} = \mathbb{E}_{x \sim D \mid A = A_k} \left[h_k(f_{\theta}(x)) - h(f_{\theta}(x))\right].
\] (2.8)

The metric to assess overall sufficiency violation is computed as \( \sum_{k=1}^{K} RCE_k \).

The measures that we present here depend on the form of the estimators \( h \). In this work, we primarily use logistic regression as an estimator, but other estimators may also be used [57, 58].

**Threshold-based calibration measures**

For threshold predictors \( \hat{Y} = \mathbb{I}[f_{\theta}(X) > \tau_y] \) it is relevant to reason about the effect that miscalibration has on the threshold predictor. For a threshold \( \tau_y \) defined on a risk score, we define the implied
threshold to be the threshold implied by the calibration properties of the model, as in Bakalar et al. [32] and Foryciarz et al. [61]. Concretely, the implied threshold \( \tau_y^i = c(\tau_y) \) is defined by evaluating an estimator of calibration curve \( h \) at \( \tau_y \). The threshold calibration error (TCE) compares \( \tau_y^i \) to \( \tau_y \) to provide an assessment of the discrepancy between the threshold applied on the risk score and the threshold applied on the risk:

\[
TCE = |h(\tau_y) - \tau_y|^p. \tag{2.9}
\]

The associated signed metric is given by

\[
TCE^{\text{signed}} = h(\tau_y) - \tau_y. \tag{2.10}
\]

As was the case for the absolute calibration error, these metrics can be plugged in to equation (2.2) to define a notion of fairness that assesses differences in the local calibration properties when operating at a threshold. In some cases, it may be more appropriate to consider a metric analogous to the RCE capable of assessing sufficiency at a threshold, which we call the relative threshold calibration error (RTCE):

\[
RTCE_{k} = |h_k(\tau_y) - h(\tau_y)|^p. \tag{2.11}
\]

The corresponding signed metric is given by

\[
RTCE_{k}^{\text{signed}} = h_k(\tau_y) - h(\tau_y). \tag{2.12}
\]

It should be noted that, for two groups \( A_i \) and \( A_j \), assessment of the contrast between either the signed TCE or signed RTCE across the two groups is equivalent.

2.2.4 Ranking accuracy and the area under the ROC curve

We now consider measures of model performance and fairness criteria defined in terms of ranking accuracy or discrimination. The ranking accuracy is the accuracy with which data for whom \( Y = 1 \) are scored above those for whom \( Y = 0 \). It can be shown that the area under the receiver operating characteristic curve is equivalent to the ranking accuracy,

\[
\text{AUC} = \mathbb{E}_{x^1 \sim \mathcal{D} | Y = 1} \mathbb{E}_{x^0 \sim \mathcal{D} | Y = 0} [1[f_\theta(x^1) > f_\theta(x^0)]]. \tag{2.13}
\]

A comparison of the AUC across groups can be misleading as a fairness criterion meant to assess differences in overall model fit and in terms of ranking since that comparison does not account for the accuracy of rankings that occur across groups. A notion of cross-group ranking performance [62–64] provides insight into the phenomenon. We introduce multi-group extensions to the xAUC measures presented in Kallus and Zhou [62]. We define \( \text{xAUC}^i_k \) as the probability with which positive
instances of group $A_k$ are ranked above negative instances of all other groups:

$$\text{xAUC}_k^1 = \mathbb{E}_{x \sim D | Y=1, A = A_k} \mathbb{E}_{x \sim D | Y=0, A \neq A_k} \mathbb{I}[f_\theta(x^1) > f_\theta(x^0)].$$

(2.14)

Similarly, we define $\text{xAUC}_k^0$ as the probability with which negative instances of group $A_k$ are ranked below positive instances of all other groups:

$$\text{xAUC}_k^0 = \mathbb{E}_{x \sim D | Y=1, A \neq A_k} \mathbb{E}_{x \sim D | Y=0, A = A_k} \mathbb{I}[f_\theta(x^1) > f_\theta(x^0)].$$

(2.15)

2.2.5 Positive predictive value and predictive parity

The positive predictive value (PPV) is the fraction, among those patients who are classified as positive, who actually have or develop the outcome $Y$. Formally, the PPV is given by $(\sum_{i=1}^{N} 1[\hat{Y}(x_i) = 1])^{-1} \sum_{i=1}^{N} y_i 1[\hat{Y}(x_i) = 1] = \mathbb{E}_{D}[\hat{Y} = 1 | Y = 1]$. If the PPV is equal across groups, then the model satisfies the predictive parity [47] condition $(Y \perp \hat{Y} = 1 | A)$.

Given the symmetry between predictive parity $(Y \perp \hat{Y} = 1 | A)$ and sufficiency $(Y \perp f_\theta | A)$, it is tempting to conclude that satisfying sufficiency implies that predictive parity is satisfied at every threshold. However, this conclusion is generally untrue, due to a phenomenon known as infra-marginality [65]. Note that the satisfaction of sufficiency is independent of the distribution of the risk score for each group, whereas the PPV is dependent on the distribution of the risk score through the conditioning on the classification rate. As such, it is possible for a model to satisfy sufficiency, but not predictive parity, and vice versa.

To further clarify the relationship between the PPV and other quantities, such as the distribution of the risk score and the calibration curve, consider that the PPV is given by the conditional expectation $\mathbb{E}[Y \mid S \geq \tau_y]$ for a risk score $S = f_\theta(X)$ and a threshold $\tau_y$. This conditional expectation is given by

$$\text{PPV} = \mathbb{E}[Y \mid S \geq \tau_y] = \frac{1}{P(S \geq \tau_y)} \int_{\tau_y}^{\infty} P(Y = 1 \mid S = s)P(S = s) ds.$$

(2.16)

Note that $P(Y = 1 \mid s)$ is exactly the calibration curve $c(s)$. As a corollary, when a model is calibrated, the PPV is given by the conditional expectation $\mathbb{E}[S \mid S \geq \tau_y]$.

2.3 Trade-offs between group fairness criteria

In order to interpret assessments of fairness, it is important to understand the fundamental statistical relationships between fairness criteria. To begin this discussion, we describe the properties that should be expected of models derived with unconstrained learning approaches, i.e. those that use empirical risk minimization without taking fairness considerations into account during the learning
procedure.

As is described in prior works [45, 46, 59], one should expect models that are close to optimal for
the population overall, as indicated by closely approximating \( \mathbb{E}[Y \mid X = x] \), to satisfy fairness criteria
defined in terms of calibration, including sufficiency and group calibration, and for realistic data
distributions, to violate measures of conditional prediction parity, including demographic parity and
equalized odds. In particular, for models that are close to optimal, one should expect demographic
parity to be violated if the incidence of the outcome differs across groups and one should expect
equalized odds to be violated if both the incidence of the outcome differs and the outcome is non-
deterministic given \( \{X, A\} \). If the properties of the dataset, learning algorithm, and model class
considered are such that it is possible to achieve a near-optimal predictor, then it follows that when
incidence varies and the outcome is non-deterministic, constraints applied to achieve equalized odds
will do so at the expense of predictive performance, calibration, and sufficiency satisfaction. For
models that are far from the optimal with respect to the data distribution, the theoretical bounds
are less informative with regards to the trade-offs between model fit or calibration with demographic
parity and equalized odds. Furthermore, satisfaction of equalized odds is incompatible with satisfying
predictive parity (equal PPV across groups) when the incidence of the outcome differs across groups
[47], but this is not directly implied by the relationship between calibration and equalized odds.

Concretely, Liu et al. [45] provides bounds for the relationship between model fit, calibration
measures, and measures of conditional prediction parity that can be summarized as

\[
\max(M_{Cal}, M_{Sur}) \leq O(\sqrt{\mathcal{E}(f) - \mathcal{E}^*}),
\]

(2.17)

\[
\min(M_{Cal}(f_{ERM}), M_{Sur}(f_{ERM}))/\sqrt{\mathcal{E}(f_{ERM}) - \mathcal{E}^*} = \Omega(1),
\]

(2.18)

\[
M_{DemParity} \geq k_{rates} - \mathcal{E}(f) - \mathcal{E}^*,
\]

(2.19)

\[
M_{EqualOdds} \geq k_{noise}k_{rates} - \mathcal{E}(f) - \mathcal{E}^*,
\]

(2.20)

where \( M_{Sur} \) is a metric that scales with sufficiency violation, similar to an aggregate assessment of
relative calibration error; \( M_{Cal} \) is a metric that scales with violation of group calibration; \( M_{DemParity} \)
and \( M_{EqualOdds} \) are analogous to the metrics that assess demographic parity and equalized odds that
use comparisons of the mean predicted risk score (section 2.2.2); \( k_{rates} \) is a non-negative constant
that scales with the difference in incidence of the outcome across groups; \( k_{noise} \) is non-negative constant
that scales with the conditional entropy of the outcome \( Y \) given \( \{X, A\} \); \( \mathcal{E}(f) \) designates
the average loss for the model \( f \); \( f_{ERM} \) designates a model learned with unconstrained ERM; and \( \mathcal{E}^* \)
designates the average loss for the model that achieves the lowest possible loss using the information
in \( \{X, A\} \) to predict the outcome \( Y \).

To interpret these bounds, note that equation (2.17) implies that a model that is close to optimal
with respect to the data distribution will necessarily satisfy sufficiency and be well-calibrated for
each group. Furthermore, equation (2.18) indicates that this relationship is, in a sense, tight for models learned with ERM, such that the minimum $M_{\text{Suf}}$ and $M_{\text{Cal}}$ is lower bounded by the optimality gap. The bounds on demographic parity (equation (2.19)) and equalized odds (equation (2.20)) violation require a more nuanced interpretation. For models that are close to optimal (i.e. $\sqrt{\mathcal{L}(f) - \mathcal{L}^*} \rightarrow 0$), the fairness metrics that assess demographic parity and equalized odds are each lower bounded by a non-negative constant $k$ (given by $k_{\text{rates}}$ or $k_{\text{noise}}$ $k_{\text{rates}}$, respectively), implying that the optimal predictive model has non-trivial violation of demographic parity or equalized odds.

When the associated constants are zero (i.e. either the incidence is the same across groups or, for equalized odds only, the outcome is deterministic given the data), or if the model is far from optimal, such that $O(\sqrt{\mathcal{L}(f) - \mathcal{L}^*} > k$ (for the appropriate definition of $k$), the bound is vacuous, meaning that the bound implies no inherent relationship between the optimality gap and demographic parity or equalized odds, and any trade-off may be small or non-existent.

The extent to which these theoretical bounds inform the empirical trade-offs that one should expect to encounter in practice depends on the properties of the underlying data distribution and the finite sample properties of the dataset, the model class, and the learning algorithm. The relevant components for analysis are (1) the constants $k_{\text{rates}}$ and $k_{\text{noise}}$ and (2) the size of the gap in the loss between the evaluated model and the optimal model. While the constants $k_{\text{rates}}$ and $k_{\text{noise}}$ are properties of the generating data distribution, the size of the gap between any given model and the optimal model is generally not observable, and implicitly depends on the theoretical properties of the data distribution and the finite-sample properties of the dataset, the model class, the learning algorithm, and the model selection procedure.

To see this, note that the best achievable model in a given model class $\arg \min_{f \in \mathcal{F}} \mathcal{L}(f)$ attains the minimal loss among all models in the model class $\mathcal{F}$, but may still attain a loss substantially greater than $\mathcal{L}^*$ if $\mathcal{F}$ is not sufficiently expressive to represent the Bayes-calibrated score $E[Y \mid X, A]$ that achieves a loss of $\mathcal{L}^*$. Furthermore, the extent to which $\arg \min_{f \in \mathcal{F}} \mathcal{L}(f)$ can be learned, in practice, is related to the finite sample properties of the dataset, including the sample size collected for each group, the learning algorithm used, and the model selection procedure. Asymptotically, as the sample size grows, one could expect that ERM would return $\arg \min_{f \in \mathcal{F}} \mathcal{L}(f)$, which in turn will closely approximate $\mathcal{L}^*$ if the model class is expressive and the covariates $X$ include proxies for $A$.

### 2.4 Clinical decision making and algorithmic fairness

Here, we contextualize algorithmic fairness from a decision- and utility-theoretic perspective of clinical decision making. For this framing, we consider a decision rule that implies intervention allocation on the basis of a binary predictor $\hat{Y}(X) = 1[f_\theta(X) \geq \tau_y]$, when the output of the model $S = f_\theta(X)$ exceeds the threshold $\tau_y$.
We define
\[ U_{\text{cond}}(s) = U_{\text{cond}}^1(s) - U_{\text{cond}}^0(s) \]  \hspace{1cm} (2.21)

as the conditional expected utility of the decision rule, where \( U_{\text{cond}}^1(s) \) designates the expected utility associated with treating a patient whose predicted score \( S = f_\theta(X) \) is exactly \( s \), and \( U_{\text{cond}}^0(s) \) is the expected utility of not treating a patient whose score is exactly \( s \). Similarly, we define the aggregate expected utility \( U_{\text{agg}}(\tau_y) \) of the decision to be the average utility over the population given that the intervention is allocated for all patients with scores at or above the threshold \( \tau_y \):
\[ U_{\text{agg}}(\tau_y) = \mathbb{E}[U_{\text{cond}}^1 | S \geq \tau_y]P(S \geq \tau_y) + \mathbb{E}[U_{\text{cond}}^0 | S < \tau_y]P(S < \tau_y). \]  \hspace{1cm} (2.22)

This expression may be expanded to
\[ U_{\text{agg}}(\tau_y) = \int_{\tau_y}^{\infty} U_{\text{cond}}^1(s)P(S = s)ds + \int_{0}^{\tau_y} U_{\text{cond}}^0(s)P(S = s)ds. \]  \hspace{1cm} (2.23)

Intuitively, the optimal decision rule for a fixed predictive model is one where all patients for whom \( U_{\text{cond}}(s) > 0 \) receive the intervention and all patients for whom \( U_{\text{cond}}(s) < 0 \) do not receive the intervention. When the decision rule is a threshold rule, this maximum utility can only be achieved when \( U_{\text{cond}}(s) \) is monotonically increasing in \( s \), such that \( U_{\text{cond}}(s) \geq U_{\text{cond}}(s') \) when \( s > s' \), unless either of the treat-all or treat-none strategies is optimal, such that \( U_{\text{cond}}(s) = 0 \) or \( U_{\text{cond}}(s) < 0 \) for all \( s \in [0,1] \). For a utility function that meets these criteria and is strictly monotonic over the model outputs \( S \), it follows that the optimal threshold \( \tau_y^* \) is given by the point at which \( U_{\text{cond}}(\tau_y^*) = 0 \). It should be noted that if \( U_{\text{cond}}(s) \) is monotonic but not strictly monotonic, then the optimal threshold may not be unique. However, given the monotonicity constraint, the optimal threshold may still be represented by a single continuous range of thresholds that achieve the maximum utility. Furthermore, if \( U_{\text{cond}}(s) \) is not monotonic, then it follows that an optimal threshold may be found by maximizing \( U_{\text{agg}} \) over \( s \), but the resulting utility will be reduced compared to the utility achieved by selecting an optimal threshold under a reordering of the model outputs to assert monotonicity.

### 2.4.1 The fixed-cost utility function

We first consider a simple utility function that assigns a fixed real-valued expected utility or cost to each of a true positive, true negative, false positive, and false negative classification, designated as \( u_{TP}, u_{TN}, u_{FP}, u_{FN}, \) respectively. We call this utility function the fixed-cost utility function. This utility function is most appropriate in a classification setting where the generative process for the data distribution such that the observed data \( X \) is causally downstream of a disease state \( Y \) [66].

We let \( u^+ = u_{TP} - u_{FN} \) be the marginal utility of correct classification given that the true value of \( Y \) is 1 and let \( u^- = u_{TN} - u_{FP} \) be defined analogously when the true value of \( Y \) is 0. For this
utility function, the conditional expected utilities are given by

\[ U_{\text{cond}}^0(s) = u_{FN} c(s) + u_{TN}(1 - c(s)), \]

\[ U_{\text{cond}}^1(s) = u_{TP} c(s) + u_{FP}(1 - c(s)), \]

and

\[ U_{\text{cond}}(s) = (u_{TP} - u_{FP})c(s) + (u_{FP} - u_{TN})(1 - c(s)) \]
\[ U_{\text{cond}}(s) = u^+ c(s) - u^- (1 - c(s)) = -u^- + (u^+ + u^-)c(s) \]

where \( c(s) = \mathbb{E}[Y | S = s] = P(Y = 1 | S = s) \) is the calibration curve.

When the model is calibrated, i.e. \( c(s) = s \), the expression for the conditional expected utility can be simplified to

\[ U_{\text{cond}}^{\text{calib}}(s) = (u_{TP} - u_{FP})s + (u_{FP} - u_{TN})(1 - s) = u^+ s - u^- (1 - s). \]

In this case, when the model is calibrated, the optimal threshold \( \tau_y^* \) may be derived by setting equation (2.27) equal to zero [32, 67]:

\[ \frac{\tau_y^*}{1 - \tau_y^*} = \frac{u_{TN} - u_{FP}}{u_{TP} - u_{FN}} \rightarrow \tau_y^* = \frac{u_{TN} - u_{FP}}{u_{TP} - u_{FP} + u_{TP} - u_{FN}} = \frac{u^-}{u^- + u^+}. \]

It is clear from equations (2.26) and (2.28), that for calibrated models subject to a utility function of this form, \( U_{\text{cond}}^{\text{calib}}(s) \) must be a linear, monotonically-increasing function in \( s \) with a root that is greater than zero and less than one when correct classification is preferred over incorrect classification, i.e. \( u^+ > 0 \) and \( u^- > 0 \), implying the existence of a unique, non-trivial optimal threshold \( \tau_y^* \).

For miscalibrated models, equation (2.26) indicates that in order to derive an optimal threshold by setting \( U_{\text{cond}}(s) = 0 \), under the fixed-cost utility function with \( u^+ > 0 \) and \( u^- > 0 \), it is necessary for the calibration curve to be monotonic in \( s \), as \( U_{\text{cond}}(s) \) is a simple linear transformation of the calibration curve. As before, when the calibration curve is strictly monotonic, a unique optimal threshold can be derived, otherwise a single, continuous range of optimal thresholds may be derived.

When the calibration curve is strictly monotonic and \( \frac{u^-}{u^- + u^+} \) is in the range of \( c \), the optimal threshold may be defined as

\[ \frac{c(\tau_y^*)}{1 - c(\tau_y^*)} = \frac{u^-}{u^+} \rightarrow \tau_y^* = c^{-1} \left( \frac{u^-}{u^- + u^+} \right). \]

This expression relates the assumed fixed-cost utilities \( u^+ \) and \( u^- \) to the implied threshold \( \tau_y^* = c(\tau_y) \) defined by evaluation of the calibration curve at \( \tau_y \).
To assess the aggregate utility $U_{agg}(\tau_y)$ under the fixed-cost utility function, equation (2.22) can be simplified to an expression defined in terms of the true and false positive rates, the population incidence of the outcome, and the cost or utility of each cell of the confusion matrix:

$$U_{agg}(\tau_y) = P(S \geq \tau_y \mid Y = 1)P(Y = 1)(u_{TP} - u_{FN}) + P(S \geq \tau_y \mid Y = 0)P(Y = 0)(u_{FP} - u_{TN}) + P(Y = 1)u_{FN} + P(Y = 0)u_{TN}. \quad (2.30)$$

This expression may be transformed into an alternative form known as the net benefit, following the formulation of decision curve analysis proposed by Vickers and Elkin [67]. The net benefit expresses aggregate utility relative to that of a treat-none policy where both the true positive rate and false positive rate are zero, and further assuming that $P(Y = 1)u_{FN} + P(Y = 0)u_{TN} = 0$, under the assumption that decisions are made on the basis of a threshold selected to be optimal based on preferences and the intervention effectiveness, using equation (2.28). Furthermore, the relative utility of a true positive classification versus of false negative classification is set to 1, such that $u^+ = 1$. Given these assumptions, the net benefit may be expressed as

$$NB(\tau_y) = P(S \geq \tau_y \mid Y = 1)P(Y = 1) - P(S \geq \tau_y \mid Y = 0)P(Y = 0) \cdot \frac{\tau_y}{1 - \tau_y}. \quad (2.31)$$

It is important to note that when the net benefit is formulated in this way, different values of $\tau_y$ correspond to different utility functions (different values of $u_{TP}$, $u_{TN}$, $u_{FP}$, $u_{FN}$), and thus it is not appropriate to select a threshold on the basis of a comparison of the net benefit evaluated at different values of $\tau_y$. For that reason, it can be useful to consider an alternative formulation of net benefit that encodes a fixed utility function through the choice of a threshold. We define the fixed-threshold net benefit as

$$NB_{fixed}(\tau_y; \tau_y^*) = P(S \geq \tau_y \mid Y = 1)P(Y = 1) - P(S \geq \tau_y \mid Y = 0)P(Y = 0) \cdot \frac{\tau_y^*}{1 - \tau_y^*}. \quad (2.32)$$

This expression defines the fixed-threshold net benefit as the expected utility of using a decision threshold $\tau_y$ under the assumption that the relative utility of correctly classifying positive versus negative cases is encoded by the optimal threshold $\tau_y^*$. The net benefit of a treat-all or treat-none strategy are evaluated using this expression by fixing $\tau_y = 0$ or $\tau_y = 1$, respectively, and varying $\tau_y^*$.

We further introduce an extension to the net benefit that assesses the net benefit under a hypothetical adjustment to the decision threshold on the basis of the observed miscalibration. We call this the calibrated net benefit (cNB). To assess the calibrated net benefit for a desired decision threshold $\tau_y$, the false positive and false negative rates are assessed at the decision threshold $c^{-1}(\tau_y)$, but the
original threshold \( \tau_y \) is still used to assess the trade-off between false positives and true positives.

\[
c_{iNB}(\tau_y) = P(S \geq c^{-1}(\tau_y) \mid Y = 1)P(Y = 1) - P(S \geq c^{-1}(\tau_y) \mid Y = 0)P(Y = 0) \frac{\tau_y}{1 - \tau_y}. \tag{2.33}
\]

The fixed-threshold calibrated net benefit is defined analogously:

\[
c_{iNB_{\text{fixed}}}(\tau_y, \tau_y^{*}) = P(S \geq c^{-1}(\tau_y) \mid Y = 1)P(Y = 1) - P(S \geq c^{-1}(\tau_y) \mid Y = 0)P(Y = 0) \frac{\tau_y^{*}}{1 - \tau_y^{*}}. \tag{2.34}
\]

**2.4.2 Utility functions defined in terms of risk reduction**

We present an alternative conceptual model that reasons about the utility of an intervention allocated on the basis of a decision rule applied to a predictive model in terms of a downstream reduction in the risk of the predicted outcome as a result of the intervention. We show that the use of this conceptual model results in similar conclusions as in the fixed-cost setting, but is more appropriate to use in prediction settings where the predicted outcome \( Y \) is causally downstream of the data \( X \). As was the case for the fixed-cost setting, we present an approach to assess net benefit in this setting, following and building off of Vickers et al. [68]. We use this formulation in chapter 5 to analyze estimators of cardiovascular disease risk under the utility functions implied by clinical practice guidelines.

We define \( u_y \) be the utility associated with the presence of the outcome \( Y \) and \( u_0 \) be the utility associated with its absence. The probability of the outcome in the absence of the intervention is given by \( p_y^0(s) = c(s) \) where \( c(s) \) is the calibration curve. The probability of the outcome in the presence of intervention is given by \( p_y^1(s) \), where the precise form of \( p_y^1(s) \) is governed by the effectiveness of the intervention. We further assume that there is some harm \( Z \), representing all costs, harms, or side effects, that occurs with probability \( p_z^1(s) \) and utility \( u_z \) following the intervention and with \( p_z^0(s) \) and utility \( u_0 \) in the absence of the intervention.

This formulation implies the conditional utilities

\[
U_{\text{cond}}(s) = p_y^0(s)(u_y^0 - u_y) + u_0^0 + p_y^1(s)(u_y^1 - u_y) + u_y,
\]

\[
U_{\text{cond}}(s) = p_z^0(s)(u_z^0 - u_z) + u_0^0 + p_z^1(s)(u_z^1 - u_z) + u_z.
\]

and

\[
U_{\text{cond}}(s) = (u_0^0 - u_1^0)(p_y^0(s) - p_y^1(s)) + (u_0^1 - u_1^1)(p_z^0(s) - p_z^1(s)). \tag{2.37}
\]

Setting equation (2.37) to zero shows that the value of the optimal threshold \( \tau_y^{*} \) is governed by the following relationship

\[
(u_y^0 - u_y)(p_y^0(\tau_y^{*}) - p_y^1(\tau_y^{*})) = (u_y^1 - u_y)(p_z^0(\tau_y^{*}) - p_z^1(\tau_y^{*})) \Rightarrow \frac{p_y^0(\tau_y^{*}) - p_y^1(\tau_y^{*})}{p_z^0(\tau_y^{*}) - p_z^1(\tau_y^{*})} = \frac{u_y^0 - u_y}{u_y^1 - u_y}, \tag{2.38}
\]

17
when $U_{\text{cond}}(s)$ is monotonically increasing in $s$. To interpret this expression, consider that $\text{ARR}(s) = p^0_y(s) - p^1_y(s)$ is the absolute reduction in risk as a result of the intervention, $p^0_y(s) - p^1_y(s)$ indicates a corresponding increase in the risk of harm, and $u^0_y - u^1_y$ and $u^0_\tau - u^1_\tau$ indicate the utilities associated with avoiding $Y$ and $Z$, respectively. It follows that the optimal threshold is the one where the benefits of the intervention are balanced against its harms.

To simplify the model, we now assume that $p^2_y(s) - p^0_y(s)$ do not depend on the risk score, indicating that the expected harm $k_{\text{harm}} = (u^0_y - u^1_y)(p^0_y - p^1_y)$ is a constant. With this assumption, the conditional utility may be represented as

$$U_{\text{cond}}(s) = (u^0_y - u^1_y)(p^0_y(s) - p^1_y(s)) - k_{\text{harm}}.$$  

Setting equation (2.39) to zero shows that the value of the optimal threshold $\tau^*_y$ is governed by the following relationship, consistent with Vickers et al. [68]:

$$p^0_y(\tau^*_y) - p^1_y(\tau^*_y) = \frac{k_{\text{harm}}}{u^0_y - u^1_y}.$$  

This expression relates the absolute risk reduction $\text{ARR}(s) = p^0_y(s) - p^1_y(s)$ evaluated at the optimal threshold $\tau_y$ to both the expected harm of intervention $k_{\text{harm}}$ and the utility of avoiding the outcome $u^0_y - u^1_y$. It follows that the optimal threshold $\tau^*_y$ is given by

$$\tau^*_y = \text{ARR}^{-1}\left(\frac{k_{\text{harm}}}{u^0_y - u^1_y}\right).$$  

Furthermore, the aggregate utility over the population when treating at a threshold $\tau_y$ can be derived as

$$U_{\text{agg}}(\tau_y) = \left(u^1_y - u^0_y\right)\left(\int_0^{\tau_y} p^0_y(s)P(s)\,ds + \int_{\tau_y}^1 p^1_y(s)P(s)\,ds\right) - k_{\text{harm}} + p^0_y(u^1_y - u^0_y) + u^0_y + u^0_\tau$$

$$= \left(u^1_y - u^0_y\right)\left(\mathbb{E}[p^0_y(s) \mid S < \tau_y]P(S < \tau_y) + \mathbb{E}[p^1_y(s) \mid S \geq \tau_y]P(S \geq \tau_y)\right)\ldots$$

$$- k_{\text{harm}} + p^0_y(u^1_y - u^0_y) + u^0_y + u^0_\tau.$$

(2.42)

To construct a net benefit measure that represents the aggregate utility given that $\tau_y$ is the optimal threshold, we divide equation (2.42) by $u^0_y - u^1_y$, perform a substitution following equation (2.40), and define a constant $k$ such that the net benefit of the treat-none strategy is zero:

$$\text{NB}(\tau_y) = -\mathbb{E}[p^0_y(s) \mid S < \tau_y]P(S < \tau_y) - \mathbb{E}[p^1_y(s) \mid S \geq \tau_y]P(S \geq \tau_y) - \text{ARR}(\tau_y)P(S \geq \tau_y) + k.$$  

(2.43)

From this expression, it follows that the appropriate value of $k$ is given by $P(Y = 1) = \mathbb{E}[p^0_y(s) \mid$
\[ S < 1 \] \[ P(S < 1), \] giving the following expression for the net benefit:

\[
\text{NB}(\tau_y) = -E[p^0_y(s) \mid S < \tau_y]P(S < \tau_y) - E[p^1_y(s) \mid S \geq \tau_y]P(S \geq \tau_y) \ldots \\
- \text{ARR}(\tau_y)P(S \geq \tau_y) + P(Y = 1).
\] (2.44)

This formulation differs from that of Vickers et al. [68] in that that work defines the treat-all strategy as having a net benefit of zero whereas we do so for the treat-none strategy in order to maintain consistency with the net benefit defined for the fixed-cost utility function. As was the case for the fixed-cost utility function, the fixed-threshold net benefit can be constructed to assess the aggregate utility of treating at a threshold \( \tau_y \) when the optimal threshold is \( \tau_y^* \)

\[
\text{NB}_{\text{fixed}}(\tau_y; \tau_y^*) = -E[p^0_y(s) \mid S < \tau_y]P(S < \tau_y) - E[p^1_y(s) \mid S \geq \tau_y]P(S \geq \tau_y) \ldots \\
- \text{ARR}(\tau_y^*)P(S \geq \tau_y) + P(Y = 1).
\] (2.45)

Similarly, we can define the recalibrated variants of both expressions for the net benefit as follows:

\[
\text{cNB}(\tau_y) = -E[p^0_y(s) \mid S < c^{-1}(\tau_y)]P(S < c^{-1}(\tau_y)) - E[p^1_y(s) \mid S \geq c^{-1}(\tau_y)]P(S \geq c^{-1}(\tau_y)) \ldots \\
- \text{ARR}(\tau_y)P(S \geq c^{-1}(\tau_y)) + P(Y = 1)
\] (2.46)

and

\[
\text{cNB}_{\text{fixed}}(\tau_y; \tau_y^*) = -E[p^0_y(s) \mid S < c^{-1}(\tau_y)]P(S < c^{-1}(\tau_y)) - E[p^1_y(s) \mid S \geq c^{-1}(\tau_y)]P(S \geq c^{-1}(\tau_y)) \ldots \\
- \text{ARR}(\tau_y^*)P(S \geq c^{-1}(\tau_y)) + P(Y = 1).
\] (2.47)

**Constant relative risk reduction**

Given only observational data that corresponds to an untreated population, it is necessary to provide assumptions on the form of \( p^1_y(s) \) in order to assess the net benefit of a model using a utility function defined in terms of the risk reduction induced by the intervention. A simple choice for the relationship between \( p^0_y(s) \) and \( p^1_y(s) \) is one where the intervention reduces the risk of the outcome by a constant multiplicative factor \( r \in (0, 1) \), such that \( p^1_y(s) = (1 - r)p^0_y(s) \). Given this assumption, \( p^0_y(s) = c(s) \), \( p^1_y(s) = (1 - r)c(s) \), and \( \text{ARR}(s) = rc(s) \).

With these assumptions, it follows that \( U_{\text{cond}}(s) \) is a linear transformation of the calibration curve, just as was the case for the fixed-cost utility function:

\[
U_{\text{cond}}(s) = (u^0_y - u^1_y)rc(s) - k_{\text{harm}}.
\] (2.48)
Furthermore, the optimal threshold is given by
\[ \tau_y^* = c^{-1}(\frac{k_{\text{harm}}}{r(u_0^y - u_1^y)}) \] (2.49)
which can be simplified to
\[ \tau_y^* = \frac{k_{\text{harm}}}{r(u_0^y - u_1^y)} \] (2.50)
when the model is assumed to be calibrated.

Making the appropriate substitutions into equation (2.44), and noting that \( \mathbb{E}[c(s) \mid S < \tau_y] = \mathbb{E}[Y \mid S < \tau_y] \) and \( \mathbb{E}[c(s) \mid S \geq \tau_y] = \mathbb{E}[Y \mid S \geq \tau_y] \), gives an expression for the net benefit:
\[
\text{NB}(\tau_y) = -\mathbb{E}[Y \mid S < \tau_y]P(S < \tau_y) - P(S \geq \tau_y)\left((1 - r)\mathbb{E}[Y \mid S \geq \tau_y] + \text{ARR}(\tau_y)\right) + P(Y = 1) \\
= -(1 - \text{NPV}(\tau_y))P(S < \tau_y) - P(S \geq \tau_y)\left((1 - r)\text{PPV}(\tau_y) + r\tau_y^*\right) + P(Y = 1)
\] (2.51)
where \( \text{NPV}(\tau_y) \) and \( \text{PPV}(\tau_y) \) designate the negative and positive predictive values of the decision threshold \( \tau_y \). The fixed-threshold net benefit and recalibrated variants of both metrics are defined as follows:
\[
\text{NB}_{\text{fixed}}(\tau_y; \tau_y^*) = -(1 - \text{NPV}(\tau_y))P(S < \tau_y) - P(S \geq \tau_y)\left((1 - r)\text{PPV}(\tau_y) + r\tau_y^*\right) + P(Y = 1),
\] (2.52)
\[
c\text{NB}(\tau_y) = -(1 - \text{NPV}(c^{-1}(\tau_y)))P(S < c^{-1}(\tau_y)) \ldots \\
- P(S \geq c^{-1}(\tau_y))\left((1 - r)\text{PPV}(c^{-1}(\tau_y)) + r\tau_y^*\right) + P(Y = 1),
\] (2.53)
and
\[
c\text{NB}_{\text{fixed}}(\tau_y; \tau_y^*) = -(1 - \text{NPV}(c^{-1}(\tau_y)))P(S < c^{-1}(\tau_y)) \ldots \\
- P(S \geq c^{-1}(\tau_y))\left((1 - r)\text{PPV}(c^{-1}(\tau_y)) + r\tau_y^*\right) + P(Y = 1).
\] (2.54)

### 2.4.3 Algorithmic fairness assessments in context

A key consequence of the analysis presented in this section thus far is that, subject to the assumptions detailed above, the optimal threshold rule applied to a predictive model that outputs a continuous-valued risk score is based directly on the calibration characteristics of the model and a utility function that encapsulates the effectiveness of the intervention and the assumed utilities or costs represented as preferences for downstream benefits and harms that result from the intervention. As has been argued in related work [32, 33, 69], it follows that if the utility function is assumed to not differ across
patient subpopulations, decision thresholds should be selected to maximize utility for each patient subpopulation using the calibration characteristics of the model assessed for each subpopulation, regardless of whether that would result in differences in the allocation rate, TPR, FPR, or PPV across groups that would imply violation of fairness criteria such as demographic parity, equalized odds, or predictive parity.

It may be appropriate to set decision thresholds in a group-specific manner if the calibration curves differ, but the reasoning for this is to maximize the utility that the model confers for each group, not to satisfy equalized odds, demographic parity, or predictive parity. With the assumption of fixed intervention effectiveness and preferences across groups, the sufficiency criterion, implying equal calibration curves across groups, gains additional significance in that it enables the application of a consistent global threshold across groups that maximizes the utility for each group given the model. Furthermore, when sufficiency is satisfied, the conditional expected utility $U_{\text{cond}}$ is independent of group membership, i.e. $U \perp A \mid S$, and the application of a consistent global threshold $\tau_y$ applied to the risk score results in the application of a consistent global threshold on $U_{\text{cond}}$ across groups. As is discussed in section 2.3, sufficiency satisfaction, as well as the stronger notion of group calibration, are both expected byproducts of unconstrained empirical risk minimization, but will likely not hold if the model is constrained to satisfy other notions of fairness. It should be noted that sufficiency does not imply that the aggregate utility $U_{\text{agg}}$ or the net benefit of the model is equal across groups. This follows directly from the dependence of $U_{\text{agg}}$ on shifts in the distribution of risk or incidence of the outcome that would otherwise not lead to changes in the calibration curve or $U_{\text{cond}}$.

Under the assumptions of the fixed-cost utility function, equalized odds implies that $U_{\text{agg}}$ is equal across groups conditioned on $Y$, i.e. $U \perp A \mid Y$. As such, in classification settings, equalized odds can be interpreted as a notion of equal average utility across groups that have each been artificially balanced to have the same prevalence of $Y$. As is discussed in section 2.3, approaches that aim to reduce the violation of equalized odds, demographic parity, or predictive parity during the learning procedure, such as those discussed in section 2.5.1, either directly adjust the threshold applied to the model or effectively transform the data to satisfy the constraints at the expense of model fit, calibration, and sufficiency satisfaction to an extent implied by the properties of the data distribution and the finite-sample properties of the dataset, learning algorithm, and model class. As a consequence, these strategies should generally not be expected to increase utility for any group when they reduce the fit of the model or, due to induced miscalibration, imply decision making at thresholds that differ from those selected on the basis of preference solicitation in the context of the effectiveness of the intervention. Furthermore, if the use of such an approach induces miscalibration, with or without sufficiency violation, it follows that the extent of fairness criteria satisfaction assessed at a particular threshold on the risk score may not continue to hold if the thresholds are adjusted to account for global or group-specific miscalibration.
It is important to be clear that our emphasis on calibration and the sufficiency fairness criterion relies on an assumption that when a measured outcome is used as a proxy for a true outcome there are not systematic differences in the validity of the proxy across groups. Furthermore, the methodology presented in this work largely does not provide the capability to account for biases of this form, except for cases when they manifest as observable differences in the censoring mechanism across groups, using the techniques presented in section 2.6. The appropriate notion of calibration and sufficiency is one that concerns the unobserved true construct of interest, rather the measured proxy [40]. The assumption that the proxy is not systematically biased should not be taken for granted, especially when its measurement is directly entangled with patterns of structural racism or socioeconomic disparity, as is typically the case for measures of healthcare access, utilization, or allocation.

For example, Obermeyer et al. [4] demonstrated that using annual healthcare cost as a proxy for the appropriateness of referral to a care management program resulted in a consequential bias against Black patients despite the original model satisfying a notion of sufficiency with respect to its estimation of cost. Within the presented framework, this result can be interpreted as a higher implied threshold and non-zero relative threshold calibration error for the Black population relative to the non-Black population on an unobserved scale indicative of the conditional utility of the intervention, where it is assumed that the validity of the unobserved scale does not vary systematically between Black and non-Black population. Obermeyer et al. [4] operationalizes this principle with an assessment of calibration properties of the model against a proxy indicative of the prior comorbidity burden as of the time of the prediction, which is assumed to be a less-biased proxy with regards to the unobserved construct of interest than was the case for cost. This example further suggests that the assessment of sufficiency at the operating decision threshold using the notion of relative threshold calibration error to assess differences in the threshold implicitly applied on some surrogate for the conditional utility function represents a meaningful notion of the fairness of the downstream decision even in cases where the decision threshold applied on the score is not necessarily selected to maximize utility due to limited resources or capacity constraints.

If a predictive model is used for referral to a clinical service that cannot process more than fixed number of cases at a time due to resource constraints, e.g. as in Jung et al. [43], then it may not be practical to operate at the threshold selected with the procedures described above. In these cases, the resource constraint may be reasoned about as a lower bound on the set of allowable decision thresholds. When the constraint on the threshold is such that the maximal utility for each group cannot be achieved, there will likely be differences in the magnitude of the unrealized utility across groups if the distribution of risk differs across groups, even if sufficiency holds and a consistent global threshold is applied across groups. This scenario poses a nuanced set of ethical conflicts and trade-offs that, ideally, should be navigated with participatory processes that incorporate the preferences and attitudes of a diverse set of stakeholders.
2.5 Training objectives for algorithmic fairness

In this section, we provide a brief overview of the broad set of algorithmic techniques that have been proposed to construct models that satisfy fairness criteria, as well as an in-depth presentation of the techniques we evaluate in the case studies presented in chapters 3, 4, and 5. With few exceptions, the intended use case for each of the methods discussed is to develop a model that performs well on the prediction task while ensuring that the violation of a fairness criterion is small. To be clear, we study these techniques so as to generate evidence to empirically validate the claims laid out in sections 2.3 and 2.4, not to advocate for their use.

These techniques can categorized as pre-processing, in-processing, or post-processing approaches [70]. Pre-processing approaches learn a representation of the data such that any model trained on the representation necessarily satisfies the desired fairness criterion [26, 71–74]. In-processing directly incorporate the fairness constraint into the training objective for the desired prediction task, and include constrained and regularized learning objectives [27–29, 73, 76]. Post-processing approaches transform the outputs of a trained model to satisfy the fairness constraint, and include procedures that adjust the threshold on a per-group basis or introduce noise or randomness into the outputs [25, 60].

In this work, we primarily focus our efforts on in-processing approaches because they are well-suited to learning models that achieve the minimum achievable trade-off between measures of model performance and fairness in practical finite-sample settings [77], and further allow for exploration of smooth trade-offs induced by relaxation of the constraint [27, 29]. We specifically focus on scalable gradient-based learning procedures that use regularized objectives to penalize violation of fairness criteria in a minibatch setting, so as to enable the use of these procedures for deep neural network models learned with large-scale datasets. We further investigate an approach that, rather than strictly optimizing for parity in a metric across groups, attempts to improve the worst-case value of the metric over groups using a distributionally robust optimization (DRO) approach [78]. It should be noted that both the regularized approach and the DRO approach can be considered as simplified variants of a constrained optimization approach that directly incorporates the constraint into the optimization procedure using a Lagrangian form [27, 29, 79–81], without explicitly requiring the problem to be cast as one of constrained optimization. We include an empirical characterization of the behavior of both approaches on real-world EHR datasets in chapters 3, 4, and 5.

2.5.1 Regularized training objectives for fairness

Here, we present the regularized training objective that allows for the flexible specification of training objectives that penalize violation of many of the fairness criteria described in section 2.2. Given a
loss function $\ell$, the general form of the objective is given by,

$$\min_\theta \mathbb{E}_{(x,y) \sim \mathcal{D}} \ell(y, f_\theta(x)) + \lambda R,$$

(2.55)

where $R$ is a non-negative regularizer indicative of the extent to which a fairness criterion is violated, and $\lambda$ is a non-negative scalar that may be tuned to explore trade-offs between measures of model performance and fairness.

The specification of the regularizer $R$ directly mirrors that of the non-negative fairness metrics defined in section 2.2. Of interest are regularizers that follow from the specification of fairness metrics in terms of metric parity (equation 2.2) and those that assess a notion of distance on probability distributions for conditional prediction parity (section 2.2.2). A key challenge central to formulating regularized training objectives that are effective for learning predictive models from large-scale datasets is ensuring that the regularizer $R$ is differentiable, smooth, and has non-zero derivatives with respect to $\theta$ when the fairness metric is positive, so as to enable optimization with stochastic gradient descent (SGD) over minibatches of data.

**Regularized fairness objectives for metric parity**

We first consider a regularized objective defined on the basis of a penalty that assesses violation of metric parity:

$$\min_\theta \mathbb{E}_{(x,y) \sim \mathcal{D}} \ell(y, f_\theta(x)) + \lambda \sum_{j=1}^{J} \sum_{A_k \in A} |g_j(f_\theta, D_{A_k}) - g_j(f_\theta, D)|^p.$$  

(2.56)

As is, this objective is well-suited to penalties that rely on smooth and differentiable $g_j$. For instance, it is straightforward to use this formulation to penalize the difference in the mean predicted score across groups, unconditionally or within strata of the outcome, to limit violation of threshold-free notions of conditional prediction parity defined in terms of the differences in the means within the relevant outcome strata. Furthermore, plugging the average cross-entropy loss into this objective provides a penalty that penalizes differences in overall model fit across groups, similar to Krueger et al. [82].

Unfortunately, naively plugging-in threshold-based metrics, including the classification rate, true positive rate, false positive rate, PPV, as well as those defined as ranking performance, including the AUC and xAUC measures, into equation (2.2) does not produce a practical regularized objective due to presence of the indicator function embedded in the definition of each of those metrics. As an example, consider that the classification rate $\mathbb{E}[\mathbb{I}[f_\theta(X) > \tau_y]]$ can be represented as $\mathbb{E}[\mathbb{I}[f_\theta(X) - \tau_y > 0]]$ or $\mathbb{E}[h_{\text{step}}(f_\theta(X) - \tau_y)]$ when $h_{\text{step}}$ is the step-indicator function $h_{\text{step}}(z) = \mathbb{1}[z > 0]$. The shape of this function is such that it does not provide a useful signal for SGD given that its derivative is zero everywhere that its derivative is defined.
One approach to addressing this issue is to use a smooth and differentiable surrogate [27, 83] to the step-indicator that either upper bounds or approximates it. A visual depiction of several options is provided in Figure 2.1. The use of either the hinge, \( h_{\text{hinge}}(z) = \max(0, 1 + z) \), or the scaled softplus, \( h_{\text{softplus}}(z) = \log(1 + \exp(z))/\log(2) \), provides a smooth and differentiable upper bound to the indicator. Because \( h_{\text{step}}(z) \leq h_{\text{hinge}}(z) \) and \( h_{\text{step}}(z) \leq h_{\text{softplus}}(z) \), a metric \( g \) defined as a sum over evaluations of \( h_{\text{step}}(z) \) can be upper bounded by a metric \( \hat{g} \) defined as a sum over evaluations of \( h_{\text{hinge}}(z) \) or \( h_{\text{softplus}}(z) \). Such metrics that can be upper bounded in this way include the classification rate, the true positive rate, the false positive rate, and the AUC. Furthermore, the use of sigmoid function, \( h_{\text{sigmoid}}(z) = \frac{1}{1+\exp(-z)} \) does not directly bound the indicator function, but rather provides a smooth approximation to it (Figure 2.1), that can be similarly incorporated into a relaxed, approximate metric \( \hat{g} \).

Given a relaxed metric \( \hat{g} \), the corresponding training objective is given by

\[
\min_{\theta} \mathbb{E}_{(x,y) \sim \mathcal{D}} \ell(y, f_\theta(x)) + \lambda \sum_{j=1}^J \sum_{A_k \in \mathcal{A}} |\hat{g}_j(f_\theta, D_{A_k}) - \hat{g}_j(f_\theta, D)|^p. \tag{2.57}
\]

With this relaxed objective, it is straightforward to penalize differences in threshold-based performance metrics, such as the true positive rate and false positive rates, or to penalize differences in AUC or xAUC measures. For example, we can define

\[
\hat{g}_{\text{AUC}} = \mathbb{E}_{x^1 \sim \mathcal{D} | Y=1} \mathbb{E}_{x^0 \sim \mathcal{D} | Y=0} h(f_\theta(x^1) - f_\theta(x^0)), \tag{2.58}
\]

for any of the relaxed surrogates \( h \) defined above, and penalize differences in AUC across groups during training by evaluating this function on minibatches for each group and on the overall population defined via pooling over all groups.

Similarly, in order to satisfy equalized odds at a threshold, we can define a relaxed metric for the
true positive and false positive rates at a threshold $\tau_y$. The associated metric for the true positive rate is given by

$$\hat{g}_{\text{TPR}} = \mathbb{E}_{D|Y=1} h(f_{\theta}(x) - \tau_y),$$

(2.59)

and the metric for the false positive rate is given by

$$\hat{g}_{\text{FPR}} = \mathbb{E}_{D|Y=0} h(f_{\theta}(x) - \tau_y).$$

(2.60)

The associated relaxed variant of the PPV is given by

$$\hat{g}_{\text{PPV}} = \left( \sum_{i=1}^{N} h(f_{\theta}(x_i) - \tau_y) \right)^{-1} \sum_{i=1}^{N} y_i h(f_{\theta}(x_i) - \tau_y).$$

(2.61)

**Regularized fairness objectives for threshold-free conditional prediction parity**

In this section, we consider the development of regularized training objectives for fairness metrics that assess conditional prediction parity in terms of comparisons of the distribution of the risk score across groups (section 2.2.2). To do so, we consider analogues to $M_{\text{DP}}$ (equation (2.3)) and $M_{\text{EqOdds}}$ (equation (2.4)) that use some approximate notion of distance on probability distributions $\hat{D}$ that is differentiable with respect to model parameters and can be evaluated based on samples in a minibatch setting. We take two strategies to specifying $\hat{D}$. The first approach uses the maximum mean discrepancy (MMD) [54], which we apply in Pfohl et al. [48], and the second uses an auxiliary adversarial network to approximate a divergence between distributions [55, 56], which we apply in Pfohl et al. [84].

**Objectives that leverage the maximum mean discrepancy** The MMD uses the distance between the mean embedding of samples from two distributions in a kernel space to define a statistic that takes a value of zero in a population setting if and only if two distributions are the same [54]. To construct a regularizer, we use an empirical estimate of the squared population MMD [54]

$$\hat{D}_{\text{MMD}}(D_0 \mid D_1) = \mathbb{E}_{(z, z') \sim D_0, D_0} [k(z, z')] - 2 \mathbb{E}_{(z, z') \sim D_0, D_1} [k(z, z')] + \mathbb{E}_{(z, z') \sim D_1, D_1} [k(z, z')] ,$$

(2.62)

where $k(z, z') = \exp(-\gamma \|z - z\|)$ is the Gaussian Radial Basis Function kernel defined for a positive scalar hyperparameter $\gamma$, and $\mathbb{E}_{(z, z') \sim D_0, D_1}$ indicates an empirical mean following sampling a pair of data $(z, z')$ from $D_0$ and $D_1$, respectively. As noted in Gretton et al. [54], this statistic is non-negative, but has a small upward bias.

When threshold-free demographic parity is the fairness criterion of interest, the training objective
can be written as
\[
\min_{\theta} \mathbb{E}_{(x,y) \sim D}[\ell(y, f_\theta(x))] + \lambda \frac{1}{K} \sum_{A_k \in \mathcal{A}} \hat{D}_{\text{MMD}}(P(f(X) \mid A = A_k) \| P(f(X))).
\]

Furthermore nesting the comparisons within strata of the outcome provides an analogous objective for equalized odds (and equal opportunity by limiting the scope of the comparison to data for which \( Y=1 \))
\[
\min_{\theta} \mathbb{E}_{(x,y) \sim D}[\ell(y, f_\theta(x))] + \lambda \frac{1}{K} \sum_{Y_j \in Y} \sum_{A_k \in \mathcal{A}} \hat{D}_{\text{MMD}}(P(f(X) \mid A = A_k, Y = Y_j) \| P(f(X) \mid Y = Y_j)).
\]

(2.64)

**Objectives that leverage an adversary** Here, we present an adversarial learning approach to learning models that satisfy notions of conditional prediction parity. To present the adversarial approach, we again consider the task of constructing a differentiable approximation to a divergence \( D(P(f_\theta(X) \mid A = A_k) \| P(f_\theta(X))) \), so as to penalize violation of demographic parity, before extending that definition to equalized odds and equal opportunity. The use of adversarial networks for learning models that satisfy fairness criteria was first presented in Edwards and Storkey [85] and further developed in Beutel et al. [86], Mitchell et al. [21], and Madras et al. [72], all following from the development of generative adversarial networks [55] that aim to learn an implicit generative model of an arbitrary data distribution using samples from that distribution, as well as from approaches to domain adaptation [87, 88] that aim to match the distributions of learned representations drawn from different data distributions.

The adversarial learning approach relies on an auxiliary model \( f_\phi : \mathbb{R} \rightarrow [0,1]^K \) that uses the outputs of \( f_\theta \) to predict \( A \). The auxiliary model \( f_\phi \) is sometimes referred to as the adversary or the discriminator. Intuitively, the performance of the optimal \( f_\phi \) for a fixed model \( f_\theta \) provides an assessment of how different \( P(f_\theta(X) \mid A = A_k) \) is from \( P(f_\theta(X)) \): when the distributions are similar, the optimal \( f_\phi \) is a poor predictor of \( A \), and when the distributions are dissimilar, the optimal \( f_\phi \) can effectively predict \( A \). In the context of generative adversarial networks, Goodfellow et al. [55] demonstrated that the analogue to the cross-entropy loss of the auxiliary model \( \ell(a, f_\phi(f_\theta(x))) \) is closely related to the Jensen-Shannon divergence between the distributions \( \{P(f_\theta(X) \mid A = A_k)\}_{k=0,1} \) when \( A \) is binary, such that maximizing the loss \( \ell(A, f_\phi(f_\theta(X))) \) with respect to \( \theta \) for the optimal \( f_\phi \) corresponds to minimizing the Jensen-Shannon divergence between the relevant distributions. Furthermore, minor modifications to the formulation of the loss function and the activation functions used for \( f_\theta \) and \( f_\phi \) provides the ability to represent arbitrary f-divergences [56], as well as Wasserstein distances [89].

The corresponding regularized training objective that penalizes violation of demographic parity
is given by

\[
\min_{\theta} \mathbb{E}_{(x,y,a) \sim \mathcal{D}} \ell(y, f_\theta(x)) - \lambda \ell(a, f_\theta(f_\phi(x))).
\]  

(2.65)

In practice, a training algorithm of this form proceeds with alternating SGD steps between the update on \( \theta \), represented by equation (2.65), and an update on \( \phi \) that aims to improve the performance of the auxiliary model \( f_\phi \):

\[
\min_{\phi} \mathbb{E}_{(x,a)} \ell(a, f_\phi(f_\theta(x))).
\]  

(2.66)

To construct an adversarial objective for equalized odds or equal opportunity, the relevant distributional comparisons occur nested within levels of the outcome. Analogous to approach taken for the MMD (equation (2.64)), one could use a separate discriminator network for each strata of the outcome (and evaluated only on those with \( Y = 1 \) for equal opportunity), or \( f_\phi \) can be reconfigured to assess conditional comparisons if the value of the outcome is provided as an additional input to \( f_\phi \), as in Mitchell et al. [21] and Pfohl et al. [84].

### 2.5.2 Distributionally robust optimization to improve worst-case performance

The framework of DRO [78, 90–93] provides the means to formalize the objective of optimizing for the worst-case performance over a set of pre-defined subpopulations. The general form of the DRO training objective seeks to minimize the expected loss from a worst-case distribution drawn from an uncertainty set of distributions \( \mathcal{Q} \):

\[
\min_{\theta} \sup_{Q \in \mathcal{Q}} \mathbb{E}_{(x,y) \sim Q} \ell(y, f_\theta(x)).
\]  

(2.67)

In the setting of subpopulation shift, when \( \mathcal{Q} \) is chosen as the set of distributions that result from a change in the subpopulation composition of the population, i.e., a change in the marginal distribution \( P(A) \), the inner supremum corresponds to a maximization over a weighted combination of the expected losses over each subpopulation [78, 93] that attains its optimum when all of the weight is placed on the subpopulation with the highest loss. In this case, the definition of the uncertainty set \( \mathcal{Q} \) is given by a mixture over the distributions of the data drawn from each group, \( \mathcal{Q} := \{ \sum_{k=1}^{K} \lambda_k P(X, Y \mid A = A_k) \} \), where \( \lambda_k \) is the \( k \)-th element of a vector of non-negative weights \( \lambda \in \Lambda := \{ \sum_{k=1}^{K} \lambda_k = 1; \lambda_k \geq 0 \} \) that sum to one. If we let \( \ell_k \) be an estimate of \( \mathbb{E}_{P(X,Y \mid A = A_k)} \ell(y, f_\theta(x)) \) computed on a minibatch of data sampled from \( \mathcal{D}_{A_k} \), the associated optimization problem can be rewritten as \( \min_{\theta \in \Theta} \max_{\lambda \in \Lambda} \sum_{k=1}^{K} \lambda_k \ell_k \).

Sagawa et al. [78] proposed a stochastic online algorithm for this setting, called GroupDRO (hereafter referred to as DRO). This algorithm can be described as alternating between exponentiated
gradient ascent on the weights $\lambda$

$$
\lambda_k \leftarrow \lambda_k \exp(\eta \ell_k) / \sum_{k=1}^{K} \exp(\eta \ell_k), \quad (2.68)
$$

where $\eta$ is a positive scalar learning rate, and stochastic gradient descent (SGD) on the model parameters $\theta$:

$$
\theta \leftarrow \theta - \eta \nabla_\theta \sum_{k=1}^{K} \lambda_k \ell_k. \quad (2.69)
$$

**DRO with additive adjustments**

In practice, DRO may perform poorly due to differences across groups in the rate of overfitting [78], differences in the amount of irreducible uncertainty in the outcome given the features [94], and differences in the variance of the outcome [95]. A heuristic approach that has been proposed [78] to improve the empirical behavior of DRO is to introduce subpopulation-specific additive adjustments $c_k$ to the update on the weights $\lambda$:

$$
\lambda_k \leftarrow \lambda_k \exp(\eta(\ell_k + c_k)) / \sum_{k=1}^{K} \exp(\eta(\ell_k + c_k)). \quad (2.70)
$$

In our experiments, we evaluate two size-adjusted updates that scale with the size of group: one where $c_k = C / p_k$ scales with the reciprocal of the relative size of each group $p_k = n_k / N$, where $n_k$ is the number of samples in group $k$, similar to Sagawa et al. [78], and one where $c_k = C \sqrt{n_k / N}$ scales proportionally to the group size, where $C$ is a positive scalar hyperparameter. In addition, we evaluate an approach where $c_k = E_{Y|A=A_k} \log P(Y \mid A=A_k)$ is chosen to be an estimate of the marginal entropy of the outcome in each subpopulation and can either be estimated as a preprocessing step or in a minibatch setting. We call this the marginal-baselined loss, as it is related to the baselined loss approach of Oren et al. [94] that adjusts based on an estimate of conditional entropy.

**Flexible DRO objectives**

We introduce an approach that can incorporate a notion of model performance other than the average loss to assess relative performance of the model across subpopulations, which may be useful for scenarios in which comparisons of the alternative metric across groups are more contextually meaningful than the comparisons of the average loss or its adjusted variants. Furthermore, the objective function can be interpreted as empirical risk minimization from the distribution $Q \in \mathcal{Q}$ with the worst-case value of the chosen performance metric. We implement this approach as a modified update to $\lambda$ that leaves the form of the update on $\theta$ unchanged. For a performance metric
$g(D_{A_k}, f_\theta)$, the form of the associated update on $\lambda$ is

$$
\lambda_k \leftarrow \lambda_k \exp\left(\eta g(D_{A_k}, f_\theta)\right) / \sum_{k=1}^K \exp\left(\eta g(D_{A_k}, f_\theta)\right),
$$

(2.71)

and the cross entropy loss is used for the update on $\theta$, following equation (2.69). In our experiments, we primarily use the AUC as an example of such a metric. It should be noted that this formulation does not require the metric $g$ to be differentiable with respect to $\theta$, and thus we can directly leverage the exact AUC rather than relying on relaxed surrogates.

### 2.6 Algorithmic fairness with censored outcomes

Here, we introduce an extension to the approaches described thus far to allow for modeling censoring binary outcomes. For this case, we aim to learn a risk score to estimate $\mathbb{E}[Y \mid X = x]$ for a binary outcome $Y = \mathbb{I}[T \leq \tau_1]$ defined as the occurrence of the outcome event at a time $T$ at or before a time horizon $\tau_1 \in \mathbb{R}^+$. The goal is not to model the full distribution of the time-to-event, but rather only $p(T \leq \tau_1 \mid X = x) = 1 - S(\tau_1 \mid x)$, where $S(t \mid x) = P(T > t \mid X = x)$ is the conditional survival function.

The presence of censoring implies that either the outcome event time $T \in \mathbb{R}^+$ or the censoring time $C \in \mathbb{R}^+$ will be observed, but not both. The outcome data in an observed dataset $D = \{(x_i, u_i, \delta_i, a_i)\}_{i=1}^N$ is represented by an observed follow-up time $U^t = \min(T, C)$ and an indicator $\Delta^t = \mathbb{I}[T \leq C]$ that reflects whether the observed follow-up time corresponds to an outcome or a censoring event. The binary outcome $Y$ is said to be censored if the censoring time $C$ occurs prior to both the observed follow-up time and the time horizon, i.e. $C < T$ and $C < \tau_1$. We define a composite observed follow-up time $U^w = \min(T, C, \tau_1)$ for the binary outcome and an indicator $\Delta^w = 1 - \mathbb{I}[C < T] \ast \mathbb{I}[C < \tau_1]$ that reflects whether a patient’s binary outcome is uncensored. A graphical depiction of the relationship between the outcome and censoring event times and the value and censoring status of the binary outcome is shown in figure 2.2.

#### 2.6.1 Inverse probability of censoring weighting

The use of inverse probability of censoring weighting (IPCW) allows for the derivation and evaluation of predictive models for censored binary outcomes [96–100], analogous to propensity score weighting procedures used for causal effect estimation [101]. Intuitively, this procedure aims to use the observed data to estimate quantities defined for a full data world [98] in which the full time course is observed for all patients. For quantities and metrics that are estimated as an expectation over the data, one can use a weighted mean from the observed data to approximate the expectation on the full data. The appropriate weights are those that are proportional to the inverse probability of remaining
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Figure 2.2: The effect of censoring on the observation of binary outcomes

uncensored at the time of the composite observed follow-up time.

Specifically, for an estimate of the censoring survival function \( G(s, x) = P(C > s \mid X = x) \) we define normalized weights

\[
    w_i = \frac{\delta^u_i}{G(u^*_i, x_i)} \left( \sum_{i=1}^N \frac{\delta^u_i}{G(u^*_i, x_i)} \right)^{-1}
\]

that for patient \( i \) reflect the reciprocal of the conditional probability of remaining uncensored at the time \( u^*_i \) given features \( x_i \). To enable this approach, we make the following assumptions: (1) \textit{coarsening at random} [96, 102] where the outcome event time is independent of the censoring time conditioned on the features, i.e. \( T \perp C \mid X \), (2) \textit{positivity}, \( G(U, X) > 0 \) for all data with uncensored binary outcomes (for which \( \Delta^u = 1 \)), and (3) that the outputs of the model \( f_\theta \) are the result of a deterministic transformation of the data \( X \). Furthermore, in the equations presented, when \( \delta^u_i = 0 \) is present in the numerator of an expression, it is assumed that the expression evaluates to zero, without regards to value of the denominator.

The IPCW weights may be derived with any procedure that allows for learning a conditional model for the censoring survival function. In our experiments, we use flexible neural network models in discrete time, such as those described in Kvanne and Borgan [103]. Given these weights, the unconstrained model fitting procedure is weighted empirical risk minimization:

\[
    \min_{\theta \in \Theta} \sum_{i=1}^N w_i \ell(y_i, f_\theta(x_i)).
\]

2.6.2 Model development and evaluation with censored outcomes

When outcomes are subject to censoring, the use of IPCW enables the estimation of each of the performance and fairness metrics presented thus far. Furthermore, these metrics, or differentiable surrogates of them, can be plugged into the regularized training objective (equation (2.55)) or the flexible DRO formulation (equation (2.67)) to enables optimization for fairness goals. To assess metric parity, it is sufficient to directly plug censoring-adjusted variants of the relevant metrics into
(equation (2.2)). When it is of interest to penalize violation of metric parity, the use of a regularized weighted training objective equation (2.73) that incorporates either direct estimates of the metrics (analogous to (equation 2.56)) or the relaxed estimate of the metrics (analogous to equation (2.57)) is appropriate. In constructing variants of DRO that use censoring-adjusted performance metrics to define worst-case performance, using equation (2.67), it is sufficient to use the direct estimate of the relevant metric, even if it is not differentiable with respect to the model parameters.

Threshold-based metrics

The derivation of threshold-based performance and fairness metrics that account for censoring follows from Uno et al. [100] and from the construction presented thus far. The classification rate, the true positive rate, and the false positive rate can be defined as \( \sum_{i=1}^{N} w_i \hat{y}(x_i) \) for appropriate definitions of the weights \( w_i \) that incorporate the conditioning of the weighted sum on the appropriate strata of the dataset. Plugging the weighted definitions into equation (2.2) provides an assessment of conditional prediction parity measures at a threshold. For the classification rate, the weights are simply the default IPCW weights (equation 2.72). For the true positive rate and the false positive rate the weights are given by

\[
w_i = \frac{\mathbb{I}[y_i = 1] \delta^y_i}{G(u^y_i, x_i, \lambda')} \left( \sum_{i=1}^{N} \frac{\mathbb{I}[y_i = 1] \delta^y_i}{G(u^y_i, x_i, \lambda')} \right)^{-1}
\]

and

\[
w_i = \frac{\mathbb{I}[y_i = 0] \delta^y_i}{G(u^y_i, x_i, \lambda')} \left( \sum_{i=1}^{N} \frac{\mathbb{I}[y_i = 0] \delta^y_i}{G(u^y_i, x_i, \lambda')} \right)^{-1},
\]

respectively. To define differentiable surrogates to these metrics, the weighted sum used to compute the metric is \( \sum_{i=1}^{N} w_i h_{\text{relaxed}}(f_i(x_i) - \tau_j) \), where \( h_{\text{relaxed}} \) is one of \( h_{\text{softplus}}, h_{\text{hinge}}, \) or \( h_{\text{sigmoid}} \) defined in section 2.5.1, and the definition of the weights are unchanged.

Plugging a weighted variant of the positive predictive value into equation (2.2) provides an assessment of predictive parity. The weighted variant is given by \( \sum_{i=1}^{N} w_i y_i \) for

\[
w_i = \frac{\mathbb{I}[\hat{Y}(x_i) = 1] \delta^y_i}{G(u^y_i, x_i, \lambda')} \left( \sum_{i=1}^{N} \frac{\mathbb{I}[\hat{Y}(x_i) = 1] \delta^y_i}{G(u^y_i, x_i, \lambda')} \right)^{-1}.
\]

The weights for the differentiable surrogate to the PPV are

\[
w_i = \frac{\mathbb{I}[\hat{Y}(x_i) = 1] \delta^y_i}{G(u^y_i, x_i, \lambda')} \left( \sum_{i=1}^{N} \frac{\mathbb{I}[\hat{Y}(x_i) = 1] \delta^y_i}{G(u^y_i, x_i, \lambda')} \right)^{-1}.
\]
Ranking metrics

The ranking-based performance and fairness metrics rely on a mean computed over pairs of samples where the weights associated with each pair scale on the basis of the product of the weights associated with each sample. The corresponding censoring-adjusted definition of the AUC [99] that incorporates IPCW is given by \( \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} \mathbb{I}(f_\theta(x_i) > f_\theta(x_j)) \) for

\[
    w_{ij} = \frac{\delta_i^y \mathbb{I}[y_i = 1] \delta_j^y \mathbb{I}[y_j = 0]}{G(u_i^y, x_i) G(u_j^y, x_j)} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\delta_i^y \mathbb{I}[y_i = 1] \delta_j^y \mathbb{I}[y_j = 0]}{G(u_i^y, x_i) G(u_j^y, x_j)} \right)^{-1}. \tag{2.78}
\]

To assess fairness in terms of cross-group ranking, we define analogues of the xAUC measures defined previously (equations (2.14) and (2.15)). The computation for these measures use the same form as the one for the AUC, \( \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} \mathbb{I}(f_\theta(x_i) > f_\theta(x_j)) \), but relies on different values of the weights that index the appropriate strata. For xAUC\(_k^y\) the weights are given by

\[
    w_{ij} = \frac{\delta_i^y \mathbb{I}[y_i = 1] \mathbb{I}[a_i = A_k] \delta_j^y \mathbb{I}[y_j = 0] \mathbb{I}[a_j \neq A_k]}{G(u_i^y, x_i) G(u_j^y, x_j)} \ldots \
    \times \left( \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\delta_i^y \mathbb{I}[y_i = 1] \mathbb{I}[a_i = A_k] \delta_j^y \mathbb{I}[y_j = 0] \mathbb{I}[a_j \neq A_k]}{G(u_i^y, x_i) G(u_j^y, x_j)} \right)^{-1}, \tag{2.79}
\]

and for xAUC\(_k^0\) the weights are given by

\[
    w_{ij} = \frac{\delta_i^y \mathbb{I}[y_i = 1] \mathbb{I}[a_i \neq A_k] \delta_j^y \mathbb{I}[y_j = 0] \mathbb{I}[a_j = A_k]}{G(u_i^y, x_i) G(u_j^y, x_j)} \ldots \
    \times \left( \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\delta_i^y \mathbb{I}[y_i = 1] \mathbb{I}[a_i \neq A_k] \delta_j^y \mathbb{I}[y_j = 0] \mathbb{I}[a_j = A_k]}{G(u_i^y, x_i) G(u_j^y, x_j)} \right)^{-1}. \tag{2.80}
\]

Calibration metrics

Given an estimator of the calibration curve \( h_w : [0, 1] \rightarrow [0, 1] \) that accounts for censoring, the absolute calibration error is given by

\[
    ACE = \sum_{i=1}^{N} w_i | h_w(f_\theta(x_i)) - f_\theta(x_i) |^p, \tag{2.81}
\]

for the default IPCW weights equation (2.72). Such an estimator of the calibration curve \( h_w \) is simply a model that predicts the probability of \( Y \) given the scores \( S = f_\theta(X) \). The model \( h_w \) can be learned with an IPCW-weighted ERM training objective, similar to equation (2.73). Given \( h_w \), it is straightforward to extend each of the calibration-based metrics defined in section 2.2.3, including the definitions of the relative calibration error and the threshold-calibration error, by substituting \( h_w \) in for \( h \) and substituting all averages over the dataset with IPCW-weighted averages.
Threshold-free conditional prediction parity

Recall that to assess threshold-free conditional prediction parity, we use either comparisons of the mean predicted score, potentially within strata out the outcome, or distributional comparisons of the predicted score. The censoring-adjusted estimate of the mean predicted score is simply $\sum_{i=1}^{N} w_i f_\theta(x_i)$, for the default weights (equation (2.72)). To assess threshold-free conditional prediction parity with distributional comparisons, we use a weighted extension of the maximum mean discrepancy, as a modification to each of the expectations over the pairwise evaluation of kernel function (equation 2.62). As an example, the term $\mathbb{E}_{(z, z') \sim \mathcal{D}_0, \mathcal{D}_1}[k(z, z')]$ can be replaced with $\sum_{z_i, z_j \in \mathcal{D}_0, \mathcal{D}_1} w_{ij} k(z_i, z_j)$ for weights defined as

$$w_{ij} = \frac{\delta_i^\nu}{G(u_i^\nu, x_i)} \frac{\delta_j^\nu}{G(u_j^\nu, x_j)} \left( \sum_{z_i \in \mathcal{D}_0} \sum_{z_j \in \mathcal{D}_1} \frac{\delta_i^\nu}{G(u_i^\nu, x_i)} \frac{\delta_j^\nu}{G(u_j^\nu, x_j)} \right)^{-1}. \quad (2.82)$$

To define the full MMD, each of the three expectations in equation (2.62) are replaced with weighted variants analogous to equation (2.82). Plugging in this expression into equation (2.64) or (2.63) provides a regularized objective for threshold-free equalized odds or demographic parity that adjusts for censoring. As of now, the extension of the adversarial learning approach described in section 2.5.1 to censored binary outcomes has not been explored.

DRO-specific adjustments

To extend the DRO approaches previously described to the setting of censored binary outcomes, we replace the estimates of the average loss in equations (2.68) and (2.69) with ones that incorporate IPCW weights. The corresponding alternating updates are given by

$$\lambda_k \leftarrow \lambda_k \exp \left( \eta \sum_{i=1}^{n_k} w_i \ell(y_i, f_\theta(x_i)) \right) / \sum_{k=1}^{K} \exp \left( \eta \sum_{i=1}^{n_k} w_i \ell(y_i, f_\theta(x_i)) \right), \quad (2.83)$$

and

$$\min_{\theta \in \Theta} \sum_{k=1}^{K} \lambda_k \sum_{i=1}^{n_k} w_i \ell(y_i, f_\theta(x_i)), \quad (2.84)$$

for weights

$$w_i = \frac{\delta_i^\nu}{G(u_i^\nu, x_i)} \left( \sum_{i=1}^{n_k} \frac{\delta_i^\nu}{G(u_i^\nu, x_i)} \right)^{-1}. \quad (2.85)$$

As previously described, the flexible DRO formulation (2.71) can incorporate censoring-adjusted performance metrics that use IPCW weights without modification, or requiring differentiability with respect to $\theta$. The weighted variant of the standard Group DRO training objective (equations (2.83) and (2.84)) can be interpreted as an instance of this approach if the performance metric of interest is the log-loss.
Chapter 3

An empirical characterization of fair machine learning for clinical risk prediction

3.1 Introduction

As was discussed in section 2.3, it is typically impossible to satisfy conflicting notions of fairness simultaneously [34, 46, 47, 104]. As a consequence, methods that impose fairness constraints are known to do so at the cost of trade-offs between various measures of model performance and fairness criteria satisfaction, in ways that are sensitive to the properties of the dataset and learning algorithm used [24, 34, 46, 47, 105–109].

As the evidence base that surrounds the use of algorithmic fairness methods in the context of clinical risk prediction remains limited, the extent to which these trade-offs manifest when adopting algorithmic fairness approaches for training clinical predictive models remains unclear. To inform this discussion, we conduct a large-scale empirical study characterizing the trade-offs between various measures of model performance and fairness criteria satisfaction for clinical predictive models that are penalized to varying degrees against violations of group fairness criteria. We focus our attention on regularized training objectives that penalize violation of conditional prediction parity (demographic parity, equalized odds, and equal opportunity) using the maximum mean discrepancy and comparisons of the mean of the risk score distribution to constrain models to satisfy demographic parity, equalized odds, and equal opportunity (section 2.5.1). We evaluate the effect of these training objectives on global and group-specific measures of model performance (including discrimination and calibration), and fairness. We repeat the analysis across several databases, outcomes and sensitive attributes in an attempt to identify patterns that generalize.
The content presented in this chapter is adapted from Pfohl et al. [48]. All code relevant for reproducing these experiments is available at https://github.com/som-shahlab/fairness_benchmark.

3.2 Methods

**Figure 3.1:** An overview of the experimental procedure. We extract cohorts from a collection of databases and label patients on the basis of observed clinical outcomes and membership in groups of multiple demographic attributes. For twenty five combinations of database, outcome, and sensitive attribute, we train a series of predictive models that are penalized to varying degrees against violations of conditional prediction parity. We report on the effect of such penalties on measures of model performance and fairness criteria satisfaction. Shown here is process for the cohort drawn from the STARR database.

Across twenty five combinations of datasets, clinical outcomes, and sensitive attributes, we train a series of predictive models that are penalized to varying degrees against violations of fairness criteria, and report on model performance and group fairness metrics. Figure 3.1 outlines the experimental procedure.

The mathematical formulation of the fairness metrics and training objectives used in these experiments is described in chapter 2. We evaluate three classes of group fairness criteria—conditional prediction parity, calibration, and cross-group ranking (section 2.2)—each of which is operationalized by one or more fairness metrics that quantify the extent to which the associated criterion is violated. We evaluate each of these metrics for models developed with six regularization strategies that penalize violation of conditional prediction parity (section 2.5.1). These strategies correspond to regularizers that penalize violation of demographic parity, equal opportunity, and equalized odds, either with regularizers of the form of equations (2.63) or (2.64) using an empirical maximum mean discrepancy (MMD) [54] with a Gaussian kernel to estimate D, or with regularizers in the form of equation (2.56) that penalize the sum of the squared difference in the mean prediction in the
relevant outcome strata. In some instances, we refer to regularizers that penalize violation of demographic parity, equalized odds, and equal opportunity as unconditioned, conditional, and positive conditional, respectively, corresponding to the outcome strata used to evaluate the regularizer, and include a modifier for either MMD or mean to indicate how the relevant distributions are compared.

### 3.2.1 Datasets

**STARR**

The Stanford Medicine Research Data Repository (STARR) [110] is a clinical data warehouse containing records from approximately three million patients from Stanford Hospitals and Clinics and the Lucile Packard Children’s Hospital for inpatient and outpatient clinical encounters that occurred between 1990 and 2020. This database contains structured longitudinal data in the form of diagnoses, procedures, medications, and laboratory tests that have been mapped to standard concept identifiers in the Observational Medical Outcomes Partnership Common Data Model (OMOP CDM) version 5.3.1 [111–113]. De-identified clinical notes with clinical concepts extracted and annotated with negation and family-history detection are also made available [110].

**Optum’s de-identified Clininformatics® Data Mart Database**

Optum’s de-identified Clininformatics® Data Mart Database (Optum CDM) is a statistically de-identified large commercial and medicare advantage claims database. The database includes approximately 17-19 million annual covered lives, for a total of over 57 million unique lives over a 9 year period (1/2007 through 12/2017). We utilize a variant of the database that makes available the month and date of death, sourced from internal and external sources including the Death Master File maintained by the Social Security Office, as well as records from the Center for Medicare and Medicaid Services. However, this version of the data does not provide access to detailed socioeconomic, demographic, or geographic variables. We utilize version 7.1 of the data mapped to OMOP CDM v5.3.1.

**MIMIC-III**

The Medical Information Mart for Intensive Care-III (MIMIC-III) [114] is a widely studied database containing comprehensive physiologic information from approximately fifty thousand intensive care unit (ICU) patients admitted to the Beth Israel Deaconess Medical Center between 2001 and 2012. We utilize MIMIC-OMOP$^1$, a variant of the database that has been mapped to OMOP CDM v5.3.1.
Table 3.1: Cohort characteristics for patients drawn from STARR. Data are grouped on the basis of age, sex, and the race and ethnicity category. Shown, for each group, is the number of patients extracted and the incidence of hospital mortality, prolonged length of stay, and 30-day readmission

<table>
<thead>
<tr>
<th>Group</th>
<th>Count</th>
<th>Hospital Mortality</th>
<th>Prolonged Length of Stay</th>
<th>30-Day Readmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18-30)</td>
<td>23,042</td>
<td>0.00681</td>
<td>0.175</td>
<td>0.0461</td>
</tr>
<tr>
<td>[30-45)</td>
<td>43,432</td>
<td>0.00596</td>
<td>0.130</td>
<td>0.0396</td>
</tr>
<tr>
<td>[45-55)</td>
<td>27,394</td>
<td>0.0178</td>
<td>0.205</td>
<td>0.0527</td>
</tr>
<tr>
<td>[55-65)</td>
<td>35,703</td>
<td>0.0251</td>
<td>0.227</td>
<td>0.0558</td>
</tr>
<tr>
<td>[65-75)</td>
<td>36,084</td>
<td>0.0284</td>
<td>0.234</td>
<td>0.0548</td>
</tr>
<tr>
<td>[75-90]</td>
<td>32,989</td>
<td>0.0400</td>
<td>0.238</td>
<td>0.0545</td>
</tr>
<tr>
<td>Female</td>
<td>112,713</td>
<td>0.0161</td>
<td>0.166</td>
<td>0.0452</td>
</tr>
<tr>
<td>Male</td>
<td>85,923</td>
<td>0.0271</td>
<td>0.244</td>
<td>0.0571</td>
</tr>
<tr>
<td>Asian</td>
<td>29,460</td>
<td>0.0209</td>
<td>0.171</td>
<td>0.0536</td>
</tr>
<tr>
<td>Black</td>
<td>7,813</td>
<td>0.0198</td>
<td>0.240</td>
<td>0.0581</td>
</tr>
<tr>
<td>Hispanic</td>
<td>33,742</td>
<td>0.0180</td>
<td>0.193</td>
<td>0.0544</td>
</tr>
<tr>
<td>Other</td>
<td>20,270</td>
<td>0.0327</td>
<td>0.226</td>
<td>0.0442</td>
</tr>
<tr>
<td>White</td>
<td>107,359</td>
<td>0.0196</td>
<td>0.202</td>
<td>0.0488</td>
</tr>
</tbody>
</table>

3.2.2 Cohort, outcome, and attribute definitions

We define a set of analogous cohort, outcome, attribute and group definitions for each database that differ on the basis of differential availability of data elements. For the STARR and Optum CDM databases, we consider the set of inpatient hospital admissions that span at least two distinct calendar dates for which patients were of age 18 years or older at the time of admission. For admissions in the STARR database, the start of the admission is variably defined as the date and time of admission to the emergency department, if available, and admission to the hospital otherwise. For patients with more than one admission meeting this criteria, we randomly sample one admission. In each case, we consider the start of an admission as the index date and time. For each admission, we derive binary outcome labels for prolonged length of stay (defined as a hospital length of stay greater than or equal to seven days) and 30-day readmission (defined as a subsequent admission within thirty days of discharge of the considered admission). For admissions derived from the STARR database, we also derive a binary outcome label for in-hospital mortality. This procedure returns admissions from 198,644 patients in STARR (Table 3.1) and 8,074,571 patients in Optum CDM (Supplementary Table A1).

For MIMIC-III, we replicate in MIMIC-OMOP the cohort and outcome definitions defined as benchmarks in the MIMIC-Extract project [115]. In particular, we consider hospital admissions associated with each patient's first ICU stay, further restricting the set of allowable ICU stays to

1https://github.com/MIT-LCP/mimic-omop/tree/ia5113c3d0777e74d26b302322477e6f666910
those lasting between twelve hours and ten days. We set the index date and time to be twenty-four hours after hospital admission, and further restrict the set of admissions to those for which the index time is at least six hours prior to ICU discharge and for which patients are between 15 and 89 years old at the index time. We define four binary outcomes, corresponding to ICU length of stay greater than three and seven days and mortality over the course of the ICU stay and hospital admission, following the approach of Wang et al. [115]. This procedure returns 26,170 patients (Supplementary Table A2).

For the purposes of evaluating the extent to which a model satisfies group fairness criteria, we define discrete groups of the population on the basis of demographic attributes. We consider (1) a combined race and ethnicity variable based on self-reported racial and ethnic categories, (2) sex\(^2\), and (3) age at the index date, discretized into categories at 18-29, 30-44, 45-54, 55-64, 65-74, 75-89 years for STARR and Optum cohorts and 15-29, 30-44, 45-54, 55-64, 65-74, 75-89 years for MIMIC-III.

The race and ethnicity attribute is constructed by assigning Hispanic if the ethnicity is recorded as Hispanic, and the value of the recorded racial category otherwise. In line with the categories provided by the upper level of the OMOP CDM vocabulary, we consider groups corresponding to “Asian”, “American Indian or Alaska Native”, “Black or African American”, “Native Hawaiian or Other Pacific Islander”, “Other”, and “White”. We additionally aggregate groups of the race and ethnicity attribute with the “Other” category when few observed outcomes are available within a group in a database specific manner. This reduces the categorization to “Asian”, “Black or African American”, “Hispanic”, “Other”, and “White” for STARR, and to “Other” and “White” for MIMIC-III. Race and ethnicity data is not available for the version of the Optum CDM database that we use. We further contextualize this operationalization of race and ethnicity in section 3.4.

### 3.2.3 Feature extraction

We extract clinical features with a generic procedure that operates on OMOP CDM databases, similar to Reps et al. [113]. A graphical depiction of this procedure is provided in Figure 3.2. The process returns 539,823, 438,369, and 21,026 unique features in the STARR, Optum CDM, and MIMIC-III cohorts, respectively. In brief, we consider a set of binary features based on the occurrence of both unique OMOP CDM concepts and derived elements prior to the index date and time. We extract all diagnoses, medication orders, procedures, device exposures, encounters, and labs, assigning a unique feature identifier for the presence of each OMOP CDM concept, in time intervals defined relative to the index date and time. For lab test results, we construct additional features for lab results above and below the corresponding reference range, if available, and indicators

\(^2\text{We note that "gender" is the term used in the OMOP CDM, but the stated definition of the underlying concept in each of the data sources refers to biological sex. This field is almost always recorded as either male or female. We observe eight occurrences that do not map to male or female in the derived STARR cohort and 1,176 occurrences in the Optum CDM cohort. We exclude these patients from model training and evaluation when sex is considered as the sensitive attribute, but include them otherwise.}
Figure 3.2: An overview of the procedure for extracting features from a patient timeline in the STARR cohort. The procedure occurs nested within intervals defined relative to the start of an index hospital admission. Within each interval, a set of binary features is constructed on the basis of observation of unique OMOP CDM concepts. A binary representation of numeric lab results is generated by both comparing the results to the associated reference ranges, and via mapping the results to bins (defined on the basis of the empirical quintiles of the associated lab within the time bin) across patients in the cohort. The final feature space is constructed via the concatenation of the features derived in each interval.

for whether the result belongs to the empirical quintiles for the corresponding lab result observed in the time interval. For STARR data, we include additional features for the presence of clinical concepts derived from clinical notes, modified by an indicator for whether the concept corresponds to a present and positive mention [110]. For MIMIC-III, we do not use diagnoses or clinical notes to derive features. We include time-agnostic demographic features, including race, ethnicity, gender, and age group (discretized in five year intervals), using the OMOP CDM concept identifiers directly rather than the attribute definitions described previously.

We repeat the feature extraction procedure for a set of time-intervals defined relative to the index date and time in a database-specific manner. For the STARR and Optum CDM cohorts, we define intervals at 29 to 1 days prior to the index date, 89 to 30 days prior, 179 to 90 days prior, 364 to 180 days prior, and any time prior. For STARR and MIMIC-III data, we include
additional time-intervals defined only over the subset of the data elements recorded with date and time resolution, repeating each extraction procedure described for which that set is not empty. For STARR, these intervals correspond to 4 hours prior to the index time, 12 hours to 4 hours prior to the index time, 24 to 12 hours prior, three days to 24 hours prior, and seven days to three days prior. For MIMIC-III, these intervals correspond to 4 hours prior to the index time, 12 hours to 4 hours prior to the index time, 24 to 12 hours prior, and any time prior.

3.2.4 Model training

We conduct a modified cross-validation procedure designed to enable robust model selection and evaluation. For each cohort, a randomly sampled partition of 10% of the patients is set aside as a test set for final evaluation. For STARR and MIMIC-III, we further partition the remaining data into ten equally-sized folds, each of which can be considered as a validation set corresponding to a training set composed of the remainder of the folds. Due to the computational constraints imposed by the large size of the Optum CDM cohort, we do not perform cross-validation and instead randomly partition the data such that 81% of the patients are used for training, 9% of the patients are used for validation, and 10% used for testing.

In all cases, we leverage fully-connected feedforward neural networks for prediction, as they enable scalable and flexible learning for differentiable objectives in the form of equation (2.55). Tuning of the unpenalized models begins with a random sample of fifty hyperparameter configurations from a grid of architectural and training-dynamic hyperparameters (Supplementary Table A3). For each combination of dataset, outcome, training-validation partition, and hyperparameter configuration, we train a model with the Adam [116] optimizer for up to 150 iterations of 100 batches, terminating early if the cross-entropy loss on the validation set does not improve for 10 iterations. For each combination of dataset and outcome, we select model hyperparameters on the basis of the mean validation log-loss across folds (the selected hyperparameters are provided in Supplementary Tables A4, A6, and A5). For models trained on the Optum CDM cohort, we select model hyperparameters on the basis of the log-loss measured on the validation set. We then train models with regularization that penalizes fairness criteria violation using an objective in the form of equation (2.55) for ten values of \( \lambda \) distributed log-uniformly on the interval \( 10^{-3} \) to 10, repeating the process separately for each dataset, task, attribute, and form of regularizer, holding the model hyperparameters fixed to those selected for the corresponding unpenalized model. As before, we train each model for up to 150 iterations of 100 batches, but perform early stopping and model selection on the basis of the penalized loss that incorporates the regularization term. Pytorch version 1.5.0 [117] is used to define all models and training procedures.
3.2.5 Model evaluation

We report model performance and fairness metrics as the mean ± the standard deviation (SD) for metrics evaluated on the held-out test set for the set of ten models derived from the procedure described in section 3.2.4. For models trained on the Optum CDM cohort, we report results on the test set for the selected model without an associated standard deviation. To assess within-group model performance, we report the AUROC, average precision, and cross entropy loss at baseline and each value of λ. To assess conditional prediction parity violation, we report on the decomposed group-specific components of the metrics presented in section 2.2.2. In particular, we report the Earth Mover's Distance (EMD) and the difference in means between the distribution of predictions for each group with the marginal distribution constructed via aggregation of predictions from all groups, respectively, as metrics that assess violations of demographic parity. We repeat the process in the strata of the population for which the outcome is and is not observed, as metrics that assess violations of equalized odds and equal opportunity. We report on cross-group ranking discrepancies in the form of equations (2.14) and (2.15) for each group.

To assess absolute and relative model calibration, we estimate absolute calibration error (ACE) and relative calibration error (RCE) post-hoc on the test set. To do so, for each predictive model $f_\theta$, we train an auxiliary logistic regression model to estimate $P(Y \mid f_\theta)$ on the basis of $\log(f_\theta)$ for the aggregate test set and for each group. The resulting group-level estimates of ACE and RCE are constructed by plugging-in the data to the relevant estimators using equations (2.5), (2.6), (2.7), and (2.8). The logistic regression models are fit using the LBFGS [118] algorithm implemented in Scikit-Learn [119]. We report ACE alongside model performance measures and RCE alongside other fairness metrics.

3.3 Results

Given the breadth of experimentation conducted, and in the interest of brevity, we focus our reporting on general trends that replicate across experimental conditions and on notable exceptions to those trends. In the main text, we focus on the results for the models derived on STARR, and provide, as examples, figures for models that predict 30-day readmission in the STARR cohort using MMD-based penalties, and exclude results for decomposed fairness metrics computed on the strata of the population for which the relevant outcome is not observed. Analogous figures for the complete set of experimental conditions and evaluation metrics are provided in the Appendix.

We observe that, in the absence of fairness-promoting regularization, models exhibit substantial differences in group-level model performance measures (AUROC, average precision, and cross entropy loss), and show clear violation of measures of conditional prediction parity as well as differences in cross-group ranking performance (Figures 3.3, 3.4, 3.5, 3.6, 3.7, and 3.8). These baseline models tend to have low absolute calibration error for each group, with small differences in relative
Figure 3.3: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($xAUC; xAUC_k^1$ is indicated by ($y=1$) and $xAUC_k^0$ by ($y=0$)) for each group for objectives that penalize violation of threshold-free Demographic Parity, Equalized Odds, and Equal Opportunity with MMD-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Figure 3.4: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity, Equalized Odds, and Equal Opportunity on the basis of MMD-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is observed (suffixed with (y=1)). Dashed lines correspond to the mean result for the unpenalized training procedure.

calibration error across groups. For example, the model that predicts 30-day readmission in the STARR cohort shows a large degree of variability in AUROC across groups of the race and ethnicity attribute (Mean AUROC: 0.78, 0.66, 0.77, 0.80, 0.71 for the Asian, Black, Hispanic, Other, and White groups, respectively; Figure 3.3) and further shows a difference in the mean predicted probability across groups that disproportionately affects the Black population (Figure 3.4). However,
Figure 3.5: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x$AUC; $x$AUC$^1_y$ is indicated by ($y=1$) and $x$AUC$^0_y$ by ($y=0$)) for each group for objectives that penalize violation of threshold-free Demographic Parity, Equalized Odds, and Equal Opportunity with MMD-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Figure 3.6: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity, Equalized Odds, and Equal Opportunity on the basis of MMD-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is observed (suffixed with (y=1)). Dashed lines correspond to the mean result for the unpunished training procedure.

the signed absolute and relative calibration errors by group are small (Mean $ACE_k^\text{signed}$: -0.0067, -0.0074, -0.0021, -0.0059, -0.0021; Mean $RCE_k^\text{signed}$: -0.0027, -0.0022, 0.0017, -0.0027, 0.00090 for the Asian, Black, Hispanic, Other, and White groups, respectively; Figures 3.3 and 3.4).

As expected, training with an objective that penalizes violation of a measure of conditional prediction parity typically leads to better satisfaction of the fairness criterion that corresponds to
Figure 3.7: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean \pm SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_{1}^{1}\) is indicated by \( y=1 \) and xAUC\(_{0}^{0}\) by \( y=0 \)) for each group for objectives that penalize violation of threshold-free Demographic Parity, Equalized Odds, and Equal Opportunity with MMD-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Figure 3.8: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity, Equalized Odds, and Equal Opportunity on the basis of MMD-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is observed (suffixed with $(y=1)$). Dashed lines correspond to the mean result for the unpunished training procedure.

the form of the regularizer used in the objective. For instance, training with an unconditional penalty to encourage demographic parity typically minimizes the EMD and difference in means between the distribution of predictions for each group and the corresponding marginal distribution constructed via aggregation of the data from all groups. In some cases, the regularization strategy is less successful at minimizing violation of the targeted fairness criteria, such when using a conditional
penalty in the outcome-positive strata to encourage equal opportunity on the basis of sex for the 30-day readmission model in the STARR cohort (Figure 3.6I). In this case, the relevant fairness criteria is actually violated to a greater extent when \( \lambda = 10 \) (\( M_{\text{EqOpp}} = 0.0069 \)) than at baseline (\( M_{\text{EqOpp}} = 0.0056 \)).

We observe a tension between equal opportunity and demographic parity, but these trade-offs are not consistent across experimental conditions. For instance, conditional penalties in the strata for which hospital mortality is observed in the STARR cohort lead to further violation of demographic parity, relative to baseline, across all three of the sensitive attributes that we test (Supplementary Figures A2, A4, and A6). In other cases, this penalty actually leads to improved satisfaction of demographic parity, such as in the case of 30-day readmission prediction in the STARR cohort when age is the sensitive attribute (\( M_{\text{DP}}: 0.041 \) for \( \lambda = 0 \) vs. \( M_{\text{DP}}: 0.0010 \) for \( \lambda = 10 \); Figure 3.8C), but at the cost of a major reduction in AUROC and Average Precision for all groups (Figure 3.8C and 3.8F). A similar phenomenon is observed when considering the impact of unconditional penalties that target demographic parity on metrics that assess equal opportunity in that two criteria appear to coincide in some cases, such as for the model that predicts hospital mortality in the STARR cohort when race and ethnicity is considered the sensitive attribute (Supplementary Figures A2) and conflict in others, such when sex is considered to be the sensitive attribute for models that predict prolonged length of stay (Supplementary Figure A20) or 30-day readmission (Supplementary Figure A24) in the Optum CDM cohort.

With few exceptions, the effect of increasing the weight on the conditional regularization penalties that target equalized odds or equal opportunity is a monotonic reduction in group-level model performance measures for all groups. In contrast, the effects of unconditional penalties that encourage demographic parity are more heterogeneous. For instance, while the effect of unconditional penalties on model performance measures that we observe over the trajectory of \( \lambda \) are often similar to those that we observe for conditional penalties, we note that unconditional penalties can result in little change in model performance measures (Figures 3.5 and 3.7), and in some cases, actually results in improved model performance for one or more groups relative to baseline (Figure 3.3 and Supplementary Figures A1 and A3). For example, penalizing the violation of demographic parity increases the performance of the model that predicts 30-day readmission for the Black population when \( \lambda = 3.6 \) compared to baseline (AUROC: 0.69 vs. 0.66; Average Precision: 0.17 vs. 0.15) (Figures 3.3A and 3.3D).

In general, models become less well-calibrated, in the absolute sense, at the group level, as the weight on either conditional penalty increases, as measured by changes in the ACE or signed ACE relative to baseline. In many cases, unconditional penalties seem to have little impact on group-level model calibration relative to that which is observed for conditional penalties (Figure 3.5), whereas in other cases the effect of the unconditional penalty is similar to that of the conditional penalties (Figure 3.7). However, both unconditional and conditional penalties can, but do not
always, introduce relative calibration error across groups, and in a way that appears unrelated to the changes to absolute calibration. For example, for models that predict hospital mortality in the STARR cohort when age is the sensitive attribute, the magnitude of the effect on absolute calibration differs substantially on the basis of the type of regularization applied (Supplementary Figure A5), while the effect on relative calibration is similar across all penalties (Supplementary Figure A6). In cases where the effects on relative calibration are large, such as this set of models, the impact of the effect on relative calibration concentrates in relatively few groups (Supplementary Figure A6).

We observe heterogeneity in the manner in which training with fairness-promoting objectives impacts measures of cross-group ranking across the combinations of regularizer, dataset, outcome, and sensitive attribute. In many respects, the trajectories of xAUC measures are similar to those that we generally observe for the AUROC, in that primary effect that we observe is a decline in cross-group ranking accuracy as a function of \( \lambda \), regardless of the type of penalty selected (Figures 3.4Q, 3.4R, 3.4T, and 3.4U). However, in some cases, the trajectories of xAUC measures are convergent in a way that both improves fairness and allows for an improvement in the measure for at least one group at the expense of one or more other groups. In some cases, we observe this effect only for unconditional penalties (Supplementary Figures A2, A4, and A6) and in others, we observe it for both unconditional and conditional penalties (Supplementary Figures A10 and A12).

3.4 Discussion

Our experiments aim to provide a comprehensive empirical evaluation of the effect of penalizing group fairness criteria violations on measures of model performance and group fairness for clinical predictive models. Our results reveal substantial heterogeneity in the effect of imposing measures of group fairness across datasets, outcomes, sensitive attribute and group definitions, and regularization strategies. These results quantify the extent to which the trade-offs among measures of model performance and group fairness described in section 2.3 and related work [46, 47, 59, 69] manifest when learning clinical predictive models from real-world databases.

We acknowledge technical limitations of our work that may limit the generalizability of our results. First, the regularizers and metrics used to quantify conditional prediction parity and relative calibration are the result of “one vs. marginal” comparisons where a measure computed for one group is compared to the measure computed for the aggregate population. This choice is one of several ways to construct fairness metrics, including “one vs. other” comparisons between one group and all other groups and pairwise comparisons across all pairs of groups. An effect of this choice is that metrics that assess violation of conditional prediction parity for an over-represented group are more likely to be small since the over-represented group comprises a larger fraction of the population than under-represented groups do. Furthermore, our use of penalized objectives could exaggerate the extent of the reported trade-offs, relative to the alternative of a Lagrangian formulation that directly
encodes the fairness criteria as a constraint [27–29, 75, 76]. While the constrained approach typically only provides guarantees of constraint satisfaction in the case of a convex objective, recent work has demonstrated empirical success with a modified proxy-Lagrangian formulation that is effective for non-convex constrained optimization problems [27]. It remains to be seen whether reformulating the problem as constrained optimization allows for satisfaction of fairness constraints with less severe trade-offs than those reported here.

Our work inherits the fundamental limitations of the group fairness framework and of algorithmic fairness more broadly. The group fairness framework, which arose from legal notions of anti-discrimination, reinforces a perspective that groups based on categorical attributes are well-defined constructs that correspond to a set of homogeneous populations—a perspective that has several problematic implications. For example, the definitions of racial categories are entangled with historical and on-going patterns of structural racism, and their continued use reinforces the idea of race as an accurate way to describe human variability, rather than a socially constructed taxonomy [7, 12, 39, 41, 120–123]. This framework further marginalizes groups that are not well-represented by the attributes used to assess group fairness, including intersectional identities [39, 106, 124–126]. Furthermore, in addressing each attribute independently, the group fairness framework treats various sensitive attributes as abstract, interchangeable constructs, without awareness of meaningful contextual differences between them. For example, while observed differences on the basis of race should be primarily interpreted as deriving from systemic and structural factors [7, 12, 39, 41, 120, 121], those observed for sex could potentially be attributed to clinically meaningful differences in human physiology as well as sociological factors [127].

Alternative forms of algorithmic fairness raise additional normative questions that require context-specific judgement and domain knowledge. Individual fairness measures require robustness over a metric space that encodes domain-specific norms, which concern how outputs of an algorithm may change over the space of observed covariates [51]. Counterfactual fairness provides a particular instantiation of individual fairness, defining closeness in the domain-specific metric in terms of counterfactuals with respect to a sensitive attribute [128, 129]. However, this requires specification of the causal pathways between the sensitive attribute, outcomes, and discrimination. It further assumes manipulability of sensitive attributes within the context of a well-defined structural equation model, which is particularly unrealistic for complex high-dimensional data and contestable whenever race is considered to be the sensitive attribute [39, 121].

3.5 Conclusion

The debate on the use of algorithmic fairness techniques in healthcare has largely proceeded without empirical characterization of the effects of these techniques on the properties of predictive models derived from large-scale clinical data. We explicitly measure and comprehensively report on the
extent of the empirical trade-offs between measures of model performance and notions of group fairness such as conditional prediction parity, relative calibration, and cross-group ranking. These constructs are generally well-understood in theoretical contexts, but under-explored in the context of clinical predictive models. Given the known limitations of the algorithmic fairness framework, we recommend that the use of algorithmic fairness methods, for either proactive monitoring and auditing or applying constraints to a clinical predictive model, proceed only if measures of model performance and fairness can be appropriately contextualized in terms of the impact of the complex intervention that the model enables.
Chapter 4

A comparison of approaches to improve worst-case predictive model performance over patient subpopulations

4.1 Introduction

Predictive models learned from electronic health records are often used to guide clinical decision making. When patient-level risk stratification is the basis for providing care interventions, the use of models that fail to predict outcomes correctly for one or more patient subpopulations may introduce or perpetuate inequities in care access and quality [2, 130]. Therefore, the assessment of differences in model performance metrics across groups of patients is among an emerging set of best practices to assess the “fairness” of machine learning applications in healthcare [84, 131–136]. Other best practices include the use of participatory design and transparent model reporting, including critical assessment of the assumptions and values embedded in data collection and in the formulation of the prediction task, as well as evaluation of the benefit that a model confers given the intervention that it informs [4, 7, 21, 40, 43, 105, 130, 137–141].

One approach for addressing fairness concerns is to declare fairness constraints and specify a constrained or regularized optimization problem that encodes the desire to predict an outcome of interest as well as possible while minimizing differences in a model performance metric or in the distribution of predictions across patient subpopulations [25, 29, 76, 142]. A known concern with this approach is that it often does not improve the model for any group and can reduce the fit of
the model or induce miscalibration for all groups, including the ones for whom an unconstrained model performed poorly, due to differences in the data collected for those subpopulations that limit the best-achievable values for the metric of interest [45–48, 60, 80]. Furthermore, satisfying such constraints does not necessarily promote fair decision making or equitable resource allocation [34, 143–145].

As an alternative to equalizing model performance across groups of patients, recent works have proposed maximizing worst-case performance across pre-defined subpopulations, as a form of minimax fairness [78–80]. The objective of this work is to compare approaches formulated to improve worst-case model performance over subpopulations – through modifications to training objectives, sampling approaches, or model selection criteria – with standard approaches to learn predictive models from electronic health records. We evaluate multiple approaches for learning predictive models for several outcomes derived from electronic health records databases in a large-scale empirical study. In these experiments, we define patient subpopulations in terms of discrete demographic attributes, including racial and ethnic categories, sex, and age groups. We compare empirical risk minimization (ERM; the standard learning paradigm) applied to the entire training dataset with four alternatives: (1) training a separate model for each subpopulation, (2) balancing the dataset so that the amount of data from each subpopulation is equalized, (3) model selection criteria that select for the best worst-case performance over subpopulations, and (4) distributionally robust optimization (DRO) approaches [78, 90, 93] that directly specify training objectives to maximize worst-case performance over subpopulations.

The content in this chapter is adapted from Pfohl et al. [49].

4.2 Results

4.2.1 Cohort characteristics

We define five prediction tasks across three electronic health records databases and three outcomes (Table 4.1), structured in two categories: (1) the prediction of in-hospital mortality, prolonged length of stay, and 30-day readmission upon admission to the hospital and (2) the prediction of in-hospital mortality during the course of a stay in the intensive care unit (ICU). These tasks are
Table 4.2: Characteristics of the inpatient admission cohort drawn from the STARR database. Data are grouped based on age, sex, and the race and ethnicity category. Shown, for each group, is the number of patients extracted and the incidence of in-hospital mortality, prolonged length of stay, and 30-day readmission.

<table>
<thead>
<tr>
<th>Group</th>
<th>Count</th>
<th>In-hospital mortality</th>
<th>Prolonged length of stay</th>
<th>30-day readmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18-30)</td>
<td>24,638</td>
<td>0.00690</td>
<td>0.174</td>
<td>0.0455</td>
</tr>
<tr>
<td>[30-45)</td>
<td>47,177</td>
<td>0.00613</td>
<td>0.129</td>
<td>0.039</td>
</tr>
<tr>
<td>[45-55)</td>
<td>28,847</td>
<td>0.0179</td>
<td>0.208</td>
<td>0.0527</td>
</tr>
<tr>
<td>[55-65)</td>
<td>37,717</td>
<td>0.0251</td>
<td>0.229</td>
<td>0.0556</td>
</tr>
<tr>
<td>[65-75)</td>
<td>38,555</td>
<td>0.0291</td>
<td>0.238</td>
<td>0.0563</td>
</tr>
<tr>
<td>[75-90)</td>
<td>35,206</td>
<td>0.0408</td>
<td>0.239</td>
<td>0.0555</td>
</tr>
<tr>
<td>Female</td>
<td>120,677</td>
<td>0.0162</td>
<td>0.166</td>
<td>0.0453</td>
</tr>
<tr>
<td>Male</td>
<td>91,455</td>
<td>0.0275</td>
<td>0.246</td>
<td>0.0572</td>
</tr>
<tr>
<td>Asian</td>
<td>30,551</td>
<td>0.0217</td>
<td>0.176</td>
<td>0.054</td>
</tr>
<tr>
<td>Black</td>
<td>8,189</td>
<td>0.0199</td>
<td>0.242</td>
<td>0.0602</td>
</tr>
<tr>
<td>Hispanic</td>
<td>37,299</td>
<td>0.0186</td>
<td>0.197</td>
<td>0.0534</td>
</tr>
<tr>
<td>Other</td>
<td>24,649</td>
<td>0.0294</td>
<td>0.205</td>
<td>0.0431</td>
</tr>
<tr>
<td>White</td>
<td>111,452</td>
<td>0.0201</td>
<td>0.205</td>
<td>0.0494</td>
</tr>
</tbody>
</table>

selected for consistency with prior published work [48, 146, 147] and to enable the examination of the generalizability of results across a diverse set of databases containing structured longitudinal electronic health records and and temporally-dense intensive care data.

We directly follow Pfohl et al. [48] to create cohorts from the STARR [110] database for learning models that predict in-hospital mortality, prolonged length of stay (hospital length of stay greater than or equal to seven days), and 30-day readmission upon admission to the hospital. This cohort consists of 212,140 patients, and is slightly larger than in Pfohl et al. [48] due to ongoing refresh of the STARR database (Table 4.2). We extract cohorts from the MIMIC-III [148] and eICU [149] databases for learning models that predict in-hospital mortality using data collected in intensive care settings using the definitions from two recent benchmarking studies [146, 147]. The cohorts extracted from the MIMIC-III and eICU databases contain 21,139 and 30,680 patients, respectively (Supplementary Table B1).

4.2.2 Experimental overview

Figure 4.1 provides an overview of the experimental procedure and further details are provided in the Methods section. For each prediction task, we learn a model using standard training and model selection approaches as a baseline. These models are learned with ERM applied to the entire training dataset (pooled ERM). This approach relies on stochastic gradient descent applied in a minibatch setting, where each batch is randomly sampled from the population without regards to
subpopulation membership, and training terminates via an early-stopping rule that assesses whether the average population cross-entropy loss, has failed to improve, consecutively over a fixed number of iterations, on a held-out development set. Model selection is by a grid search to identify the hyperparameters that minimize the population average loss on a held-out validation set.

For each combination of prediction task and stratifying attribute (race and ethnicity, sex, and age group), we conduct comparisons with several alternative configurations of ERM, as described in section 4.4.3. The first alternative that we consider is one where the standard training and model selection approaches are applied separately for each subpopulation (stratified ERM). Then, we evaluate, in isolation and composition, modifications both to the sampling and early-stopping approaches used during training and to the model selection criteria applied over the hyperparameter grid search. The modified sampling rule is such that each minibatch seen during training is balanced to have an equal proportion of samples from each subpopulation during training, similar to sampling approaches taken in imbalanced learning settings [150]. We further evaluate worst-case early-stopping approaches that are based on identifying the model with the lowest worst-case loss or largest worst-case area under the receiver operating characteristic curve (AUC) over subpopulations during training. We evaluate the worst-case early-stopping rules in conjunction with worst-case model selection criteria that select hyperparameters based on the best worst-case performance on a held-out validation set. We report on the results for models selected based on the worst-case model selection over a combined grid over model-class-specific hyperparameters, the sampling rule, and the early-stopping criteria.

In addition to variations of ERM, we evaluate several variations of DRO (section 2.5.2). Each DRO approach can be interpreted as ERM applied to the distribution with the worst-case model performance under a class of distribution shifts. By casting the class of distribution shifts in terms of subpopulation shift, i.e. shifts in the subpopulation composition of the population, the training objective becomes aligned with maximizing worst-case performance across subpopulations. Each of the DRO approaches that we assess corresponds to a different way of assessing relative model performance across subpopulations. We use the unadjusted formulation of Sagawa et al. [78] to define model performance for each subpopulation in terms of the average cross-entropy loss, as well as additive adjustments to the loss (section 2.5.2) that scale with the estimated negative marginal entropy of the outcome (the marginal-baselined loss) or with the relative size of the subpopulation, either proportionally [78] or inversely. We further propose an alternative DRO formulation that allows for flexible specification of the metric used to define worst-case performance (section 2.5.2). In our experiments, we evaluate this formulation using comparisons of the AUC across subpopulations to define worst-case performance. As in the case of ERM, we evaluate DRO approaches with and without balanced sampling over subpopulations and apply worst-case early stopping. We apply the two worst-case model selection criteria (loss and AUC) separately for each of the five DRO configurations and in the aggregate over all DRO configurations.
Figure 4.1: A schematic representation of the experimental procedure. Prior to the execution of the experiments, we extract, for each prediction task, clinical data elements recorded prior to the occurrence of a task-specific index event, which defines the portion of a patient's longitudinal record that can be used as inputs to predictive models (fully-connected feed-forward networks, gated recurrent units (GRUs) [1], and logistic regression). For each prediction task and stratifying attribute, we evaluate each element of a hyperparameter grid that includes hyperparameters related to the choice of model class, training objective, sampling rule, and early-stopping stopping criteria. Following training we evaluate several model selection criteria and evaluate the selected models on a held-out test set.

After model selection, we assess overall, disaggregated, and worst-case model performance on a held-out test set in terms of the AUC, the average loss, and the absolute calibration error (ACE) [48, 57, 58]. Confidence intervals for the value of each metric are constructed via the percentile bootstrap with 1,000 bootstrap samples of the test set. Confidence intervals for the relative performance compared to the pooled ERM approach are constructed via computing the difference in each performance metric on each bootstrap sample.

4.2.3 Experimental results

In the main text, we primarily report results for all approaches examined relative to the results attained by applying empirical risk minimization to the entire population (pooled ERM). We report detailed findings for models that predict in-hospital mortality using data drawn from the STARR database. In the supplementary material, we report absolute and relative performance metrics for models derived from all cohorts and prediction tasks.

For models that predict in-hospital mortality using data drawn from the STARR database, we observe differences in the performance characteristics of models learned with pooled ERM across subpopulations defined by stratification on age, sex, and race and ethnicity (Supplementary Figure B1). With few exceptions, the approaches assessed did not improve on the models trained with pooled ERM, in terms of performance metrics assessed overall, in the worst-case, and on each subpopulation (Figure 4.2). We observe that balanced sampling and stratified training approaches generally did not improve performance, except for improvements in calibration for some cases: balanced sampling improved calibration for the Black population (change in ACE [95% CI]: -0.0035 [-0.0089, -0.00048]; Figure 4.2J) and stratified training improved calibration for the 18-30 and 30-45 age groups (-0.0030.
Figure 4.2: The performance of models that predict in-hospital mortality at admission using data derived from the STARR database. Results shown are the area under the receiver operating characteristic curve (AUC), the absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with pooled, stratified, and balanced ERM and a range of distributionally robust optimization (DRO) training objectives, relative to the results attained by applying empirical risk minimization (ERM) to the entire training dataset. For both ERM and DRO, we show the models selected based on worst-case model selection criteria that performs selection based on the worst-case subpopulation AUC (Select AUC) or loss (Select Loss). Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

[-0.0052, -0.00058] and [-0.0027, -0.00044, -0.0016], respectively; Figure 4.2H). Model selection based on the worst-case AUC over subpopulations improved the overall AUC (change in overall AUC [95% CI]: 0.0067 [0.0012, 0.16], 0.0067 [0.0033, 0.14], 0.0072 [0.0013, 0.16] for stratification based on age, sex, and race and ethnicity, respectively; Figure 4.2A), but these improvements were not reflected in improvements in worst-case or subpopulation AUC, with the exception of an improvement in the AUC for patients in the “Other” race and ethnicity category (change in AUC [95% CI]: 0.13 [0.0025, 0.027]; Figure 4.2E). Furthermore, model selection on the basis of the worst-case AUC criteria increased overall calibration error (Figure 4.2F) and failed to improve the calibration error or the loss for any subpopulation, with the exception of the patients in the 30-45 age group (Figure 4.2H,M).
Figure 4.3: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality at admission using data derived from the STARR database, following model selection based on worst-case loss over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj), relative to the results attained by applying empirical risk minimization (ERM) to the entire training dataset. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

DRO approaches to learning models to predict in-hospital mortality from data in the STARR database did not generally improve on models built with pooled ERM. The only exception is that the models selected on the either the worst-case loss or AUC across age groups led to a minor improvement in calibration error for the 75-90 age group (change in ACE [95% CI]: -0.0037 [-0.0057, -0.00045]; Figure 4.2). Furthermore, when stratifying by sex or race and ethnicity, the DRO variants performed similarly, regardless of whether the worst-case loss or AUC was used for model selection (Figure 4.3D,E,I,J,N,O and Supplementary Figures B2,B3). When stratifying by age group, we
observe increased calibration error and loss, particularly for younger age groups, the magnitude of which differ substantially across DRO approaches, with the models trained with the AUC-based DRO objective showing the largest increase and those trained with the marginal-baselines approach showing the smallest (Figure 4.3H,M).

For the remainder of the cohorts and prediction tasks, pooled ERM performed the best overall, in the worst-case, and for each subpopulation assessed, with few exceptions. For models that predict \textit{prolonged length of stay} using the STARR database, we observe improvements in overall calibration, without improvements in loss, for stratified ERM and some instances of DRO, when age group or race and ethnicity is used for stratification (Figure 4.4 and Supplementary Figures B5,B6). For models that predict \textit{30-day readmission} from the data in the STARR database, we observe no improvements relative to pooled ERM (Supplementary Figures B7,B8,B9). Among models that predict \textit{in-hospital mortality} from intensive care databases, following Harutyunyan et al. [146] and Sheikhalishahi et al. [147], those trained with pooled ERM perform best overall, in the worst-case, and for each subpopulation (Supplementary Figures B10,B11,B12,B13,B14,B15). In some cases, we observe large degrees of variability in the performance estimates, likely as a result of the small size of the subpopulations examined (\textit{e.g.} when assessing AUC for the 18-30 population drawn from MIMIC-III; Supplementary Figures B10,B11,B12).

\subsection{4.3 Discussion}

Our experiments provide a large-scale empirical evaluation of approaches formulated to improve disaggregated and worst-case performance across subpopulations. In summary, none of the approaches evaluated consistently improved overall, worst-case, or disaggregated model performance compared to models learned with ERM applied to the entire training dataset. Our empirical findings parallel recent theoretical and other empirical results that demonstrate the limitations of approaches enabling robustness under distribution shift and generalization out-of-distribution [151-156]. However, the presence of situations where at least one alternative approach improved model performance for at least one subpopulation compared to ERM applied to the entire training dataset suggests that it may be worthwhile to routinely evaluate these approaches to identify the set of the subpopulation-specific models with the highest performance. Our results suggest that the alternative ERM approaches, \textit{i.e.} those that use stratified training, balanced subpopulation sampling, or worst-case model selection, typically outperform the DRO approaches without incurring the additional computational burden of tuning DRO-specific hyperparameters.

A limitation of our experiments is that we primarily evaluate models learned from large datasets with subpopulation structure defined based on a single demographic attribute. This may mask potential benefits that may be present only when learning models from smaller cohorts or in the presence of extreme imbalance in the amount of data from each subpopulation. The existence of such
benefits would mirror the results of experiments demonstrating the efficacy of self-supervised pre-training in improving accuracy of predictive models learned from small cohorts [157, 158]. A further implication of considering only a single stratifying attribute is that it has the potential to mask hidden stratification, i.e. differences in model properties for unlabeled subpopulations or for intersectional ones defined across attributes [159]. Introducing a larger space of discrete groups via the intersection of a pre-defined set of attributes is a straightforward approach that may help alleviate this concern, although it also leads to a combinatorial increase in the number of subpopulations and a reduction in sample size for each subpopulation. Approaches to combat these issues include the incorporation of an auxiliary model into the DRO training objective that learns to identify latent subpopulations for which the model performs poorly, either as a function of multiple attributes or directly from the space of features used for prediction [106, 126, 160–163], and the use of model-based estimates of subpopulation performance metrics to increase the sample-efficiency of performance estimates and statistical power of comparisons across small subpopulations [164].

Our work introduces a technical innovation in form of the AUC-based DRO training objective (equations (2.71)). This approach differs from related works that propose robust optimization training objectives over a broad class of performance metrics [27, 64] in that we use the AUC only as a heuristic to assess the relative performance of the model across subpopulations in the update over the weights on the subpopulation losses, rather than as the primary objective function over the model parameters. A limitation of approaches that directly use the AUC in the update over the model parameters is that they are unlikely to produce calibrated models because AUC-maximization only encodes the desire to correctly rank positively-labeled examples over negatively-labeled examples without regards to the calibration of the resulting model. An interesting future direction is to consider an approach that incorporates a calibration metric into the formulation of equation (2.71) in order to reduce worst-case miscalibration across subpopulations during training, similar to post-processing approaches formulated for the same purpose [126, 165].

4.3.1 Conclusion

In this work, in the context of predictive models learned from electronic health records data, we characterized the empirical behavior of model development approaches designed to improve worst-case and disaggregated performance of models across patient subpopulations. The results indicate that, in most cases, models learned with empirical risk minimization using the entire training dataset perform best overall and for each subpopulation. When it is of interest to improve model performance for patient subpopulations beyond what can be achieved with this standard practice for a fixed dataset, it may be necessary to increase the effective sample size, either explicitly with data collection [24] or decentralized aggregation [166] techniques, or implicitly through large-scale pre-training and transfer learning [157, 158]. Our results do not confirm that applying empirical risk minimization to large training datasets is sufficient for developing equitable predictive models, but
rather suggest only that approaches designed to improve worst-case and disaggregated model performance across subpopulations are unlikely to do so in practice. We emphasize that using a predictive model for allocation of a clinical intervention in a manner that promotes fairness and health equity requires reasoning about the values and potential biases embedded in the problem formulation, data collection, and measurement processes, as well as contextualization of model performance in terms of the downstream harms and benefits of the intervention.

4.4 Methods

4.4.1 Cohorts

Databases

**STARR** The Stanford Medicine Research Data Repository (STARR) [110] is a clinical data warehouse containing deidentified records from approximately three million patients from Stanford Hospitals and Clinics and the Lucile Packard Children's Hospital. This database contains structured diagnoses, procedures, medications, laboratory tests, vital signs mapped to the Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM) version 5.3.1, sourced from inpatient and outpatient clinical encounters that occurred between 1990 and 2021. In this work, we consider data derived from encounters occurring prior to January 30, 2021. The use of this data was conducted in accordance with all relevant guidelines and regulations. Approval for the use of STARR for this study is granted by the Stanford Institutional Review Board Administrative Panel on Human Subjects in Medical Research (IRB 8 - OHIRP #00006208, protocol #57916), with a waiver of informed consent.

**MIMIC-III** The Medical Information Mart for Intensive Care-III (MIMIC-III) database is a publicly and freely available database that consists of deidentified electronic health records for 38,597 adult patients admitted to the intensive care unit of the Beth Israel Deaconess Medical Center between 2001 and 2012 [148]. As described in Johnson et al. [148], this database was created and made available via the Physionet [167] platform following approval by the Massachusetts Institute of Technology Institutional Review Board, with a waiver of informed consent, in accordance with all relevant guidelines and regulations.

**The eICU Collaborative Research Database** The eICU Collaborative Research Database (eICU; Version 2.0) is a publicly and freely available multicenter database containing deidentified records for over 200,000 patients admitted to ICUs across the United States from 2014 to 2015 [149]. This data is made available subject to same approvals and access mechanisms as MIMIC-III.
Cohort definitions

In-hospital mortality, prolonged length of stay, and 30-day readmission among inpatient admissions in STARR  We replicate the logic of Pfohl et al. [48] to extract a cohort of inpatient admissions and associated outcomes for in-hospital mortality, prolonged length of stay (defined as a hospital length of stay greater than or equal to seven days), and 30-day readmission (defined as a subsequent admission within thirty days of discharge of the considered admission) from the STARR database. We extract all inpatient hospital admissions spanning two distinct calendar dates for which patients were 18 years of age or older at the date of admission and randomly sample one admission per patient. The index date is considered to be the date of admission such that only historical data collected prior to admission is used for prediction.

In-hospital mortality in publicly available intensive care databases  We apply the logic presented in Harutyunyan et al. [146] and Sheikhaliashahi et al. [147] to extract cohorts from MIMIC-III and eICU appropriate for developing models to predict in-hospital mortality using data collected from the first 48 hours of a patient’s ICU stay. Both cohorts are restricted to patients between 18 and 89 years of age, and exclude admissions that contain more than one ICU stay or an ICU stay shorter than 48 hours.

Subpopulation definitions

We define discrete subpopulations based on demographic attributes: (1) a combined race and ethnicity variable based on self-reported racial and ethnic categories, (2) sex, and (3) age at the index date, discretized into 18-30, 30-45, 45-55, 55-65, 65-75, 75-90 years, with intervals exclusive of the upper bound. For cohorts extracted from STARR, we construct a race and ethnicity attribute by assigning “Hispanic” if the ethnicity is recorded as Hispanic, and the value of the recorded racial category otherwise. The racial categories provided by the upper-level of the OMOP CDM vocabulary correspond to the Office of Management and Budget categories [168]: “Asian”, “American Indian or Alaska Native”, “Black or African American”, “Native Hawaiian or Other Pacific Islander”, “Other”, and “White”. We further aggregate “American Indian or Alaska Native” and “Native Hawaiian or Other Pacific Islander” with the “Other” category. In cohorts derived from MIMIC-III and the eICU databases, we use the categories “Black”, “White”, and “Other”. Patients whose sex is not recorded as male or female are excluded when sex is considered as the stratifying attribute, and included otherwise.

4.4.2 Feature extraction

For the cohorts derived from STARR, we apply a procedure similar to the one described in Pfohl et al. [48] to extract a set of clinical features to use as input to fully-connected feedforward neural
networks and logistic regression models. The features are based on the presence of unique OMOP CDM concepts recorded before a patient’s index date. These concepts correspond to coded diagnoses, medication orders, medical device usage, encounter types, lab orders and normal/abnormal result flags, note types, and other data elements extracted from the “condition_occurrence”, “procedure_occurrence”, “drug_exposure”, “device_exposure”, “measurement”, “note”, and “observation” tables in the OMOP CDM. The extraction procedure for these data elements is repeated separately in three time intervals corresponding to 29 to 1 days prior to the index date, 365 days to 30 days prior to the index, and any time prior to the index date. Time-agnostic demographic features corresponding to the OMOP CDM concepts for race, ethnicity, and sex are included, as well as a variable indicating the age of the patient at the index date, discretized into five year intervals. The final feature set is the result of the concatenation of the features derived from each of the described procedures.

For the cohorts derived from MIMIC-III and eICU, we apply the feature extraction code accompanying Harutyunyan et al. [146] and Sheikhalishahi et al. [147] to extract demographics and a time-series representation of labs results and vital signs binned into one hour intervals. Categorical features are one-hot-encoded and numeric features are normalized to zero mean and unit variance. To the features extracted from MIMIC-III, we include sex as an additional categorical feature and age as an additional numeric feature. For these cohorts, we evaluate a GRU that operates over a temporal representation, as well as a flattened representation where temporal numeric features are averaged in 12-hour intervals as inputs to feedforward-neural networks and logistic regression models.

4.4.3 Experiments

Data partitioning

We partition each cohort such that 62.5% is used as a training set, 12.5% is used as a validation set, and 25% of the data is used as a test set. Subsequently, the training data is partitioned into five equally-sized folds to enable a modified cross-validation procedure. The procedure is conducted for each task by training five models for each hyperparameter configuration, holding out one of the folds of the training set for use as a development set to assess early stopping criteria, and performing model selection based on algorithm-specific model selection criteria defined over the average performance of the five models on the validation set.

Training and model selection

We conduct a grid search jointly over model-specific and algorithm-specific hyperparameters. For ERM experiments conducted on the entire population, we evaluate feedforward neural networks for all prediction tasks and additionally apply GRUs to the tasks derived from the MIMIC-III and
eICU databases. For both feedforward neural networks and GRU models, we evaluate a grid of model-specific hyperparameters that includes learning rates of $1 \times 10^{-4}$ and $1 \times 10^{-5}$, one and three hidden layers of size 128 or 256, and a dropout probability of 0.25 or 0.75. The training procedure is conducted in a minibatch setting of up to 150 iterations of 100 minibatches of size 512 using the Adam [116] optimizer in the Pytorch framework [117]. We use early-stopping rules that return the best-performing model seen thus far during training based on criteria applied to the development set when that criteria has not improved for twenty-five epochs of 100 minibatches. For each combination of model-specific hyperparameters, we evaluate three early stopping criteria that assess either the population average loss, the worst-case subpopulation loss, or the worst-case subpopulation AUC. We repeat the procedure with a sampling approach that samples an equal proportion of data from each subpopulation in each minibatch.

We conduct a stratified ERM experiment where each of the model-specific hyperparameter configurations assessed in the pooled experiments are applied separately to the data drawn from each subpopulation. In addition to the model classes evaluated in other experiments, we also evaluate logistic regression models implemented as zero-layer neural networks with weight decay regularization [169]. We consider weight decay parameters drawn from a grid of values containing 0, 0.01, and 0.001. For stratified experiments, we use the loss measured on the subpopulation to assess early stopping criteria.

Following training, we apply each model derived from the training procedure to the validation set and assess performance metrics in the pooled population and in each subpopulation. To select hyperparameters for pooled ERM, we perform selection based on the population average loss. To evaluate model selection criteria, we compute the average of each resulting performance metric for the set of five models derived from the cross-validation procedure with matching hyperparameters. We apply several model selection criteria that mirror the early stopping criteria. To perform model selection based on the worst-case subpopulation performance, we first compute the average performance across training replicates, for each performance metric and subpopulation. Then, we compute the worst-case of the resulting loss or AUC across subpopulations, and take the best worst-case value over all model-specific and algorithm-specific hyperparameters, including early-stopping criteria. To evaluate the subpopulation balancing approach in isolation, we select the hyperparameter configuration using an average loss across subpopulations. Model selection for the stratified ERM experiments occurs based on the average loss over folds, separately for each subpopulation.

For DRO experiments, we fix model-specific hyperparameters (learning rate, number of hidden layers, size of hidden layers, and dropout probability) to the ones selected for the pooled ERM training procedure. We evaluate the five different configurations of DRO outlined in section 2.5.2. This consists of the unadjusted formulation of Sagawa et al. [78], an adjustment that scales proportionally to the group size, an adjustment that scales inversely to the group size [78], an adjustment for the marginal entropy of the outcome (the marginal-baselined loss), and the form of the training
objective described in section 2.5.2 that uses the AUC to steer the optimization process. For each configuration, we conduct a grid search over hyperparameters including the exponentiated gradient ascent learning rate $\eta$ in the range 1, 0.1, and 0.01, whether to apply subpopulation balancing, and the form of the early stopping rules (either the weighted population loss, implemented as the value of the training objective in equation (2.69), or the worst-case loss or AUC over subpopulations). For size-adjusted training objectives, we tune the size adjustment $C$ in the range of 1, 0.1, 0.01. For the training objective that uses the marginal-baselined loss, we use stochastic estimates of the marginal entropy using only data from the current minibatch. For model selection, we extract the hyperparameters with the best worst-case subpopulation performance (both loss and AUC) across all DRO configurations, and separately for each class of DRO training objective.

**Evaluation**

We assess model performance in the test set in terms of AUC, loss, and the absolute calibration error. The absolute calibration error assesses the average absolute value of the difference in the absolute value between the outputs of the model and an estimate of the calibration curve constructed via a logistic regression estimator trained on the test data to predict the outcome using the log-transformed outputs of the model as inputs [48, 57, 58]. This formulation is identical to the Integrated Calibration Index of Austin and Steyerberg [58] except that it uses a logistic regression estimator rather than LOESS regression. To compute 95% confidence intervals for model performance metrics, we draw 1,000 bootstrap samples from the test set, stratified by levels of the outcome and subpopulation attribute relevant to the evaluation, compute the performance metrics for the set of five derived models on each bootstrap sample, and take the 2.5% and 97.5% empirical quantiles of the resulting distribution that results from pooling over both the models and bootstrap replicates. We construct analogous confidence intervals for the difference in the model performance relative to pooled ERM by computing the difference in the performance on the same bootstrap sample and taking the 2.5% and 97.5% empirical quantiles of the distribution of the differences. To construct confidence intervals for the worst-case performance over subpopulations, we extract the worst-case performance for each bootstrap sample.
Chapter 5

A case study in atherosclerotic cardiovascular disease risk estimation

5.1 Introduction

Clinical practice guidelines for the primary prevention of cardiovascular disease recommend the use of estimates of ten-year atherosclerotic cardiovascular disease (ASCVD) risk to inform the initiation of cholesterol-lowering statin therapy [170–174]. These guidelines primarily recommend the use of risk estimates provided by the Pooled Cohort Equations [170] and its extensions [175]. However, these estimates have been reported to systematically over- or under-estimate risk in ways that are consequential for the appropriateness of downstream treatment decisions, both overall [176–179] and for subpopulations defined on the basis of race/ethnicity [180–182], sex [176, 177, 183], socioeconomic status [174], or for patients with comorbidities that influence ASCVD risk or the expected benefit and harms of statin therapy, including diabetes [179, 182], chronic kidney disease (CKD) [182, 184, 185], and rheumatoid arthritis (RA) [186, 187]. Approaches undertaken to address these issues include the development of new risk estimators from large, diverse observational cohorts using modern machine learning methods [84, 175, 188–190], revisions to guidelines to encourage follow-up testing when the benefits of statin therapy are unclear and shared patient-clinician decision making to incorporate patient preferences and other context [174], and the incorporation of fairness constraints into the model development process to learn models that satisfy equalized odds [84] and calibration-based notions of fairness [135].

In this chapter, we contextualize the recommendations and evidence presented in chapters 2, 3, and 4 in the context of the development and evaluation of ASCVD risk estimators. Consistent
with the arguments presented in section 2.4.3 and Forcier et al. [61], and in contrast to Pfohl et al. [84], we argue that equalized odds is not an appropriate fairness criterion for this setting, and instead advocate for independently maximizing the net benefit conferred for each subpopulation of interest. It is expected that models that maximize the net benefit conferred for each subpopulation will violate equalized odds for subpopulations defined on the basis of the stratifying attributes of interest if there are population-level differences in disease burden and ten-year ASCVD risk across these subpopulations, given that the best-fitting set of calibrated models necessarily violate equalized odds when the outcome is non-deterministic and ASCVD incidence differs across subpopulations [45, 46]. Furthermore, theoretical trade-offs discussed in section 2.3 and the empirical trade-offs presented in chapter 3 suggest that the application of equalized odds constraints inhibit learning well-calibrated models that accurately predict outcomes.

As is discussed in section 2.4.3, Forcier et al. [61], Corbett-Davies et al. [69], and Bakalar et al. [32], the benefit-maximization objective is consistent with the use of a decision threshold reflecting a contextual assessment of the benefits and harms of the intervention with a set of calibrated models that predict the risk of the outcome as well as possible for each subpopulation. Global calibration and sufficiency are desired in this setting because they enable the consistent application of guideline-concordant decision thresholds and risk categories across subpopulations if the expected benefits and harms of the intervention conditioned on risk do not differ. Furthermore, calibration promotes transparent shared decision making between clinicians and patients in the context of the expected benefits and harms of statin treatment [177].

We conduct experiments to assess which model development strategies confer the maximal net benefit for subpopulations defined in terms of race, ethnicity, sex, or for patients with type 1 and type 2 diabetes, CKD, or RA. We use the experimental framework presented in chapter 4 to compare pooled and stratified unconstrained empirical risk minimization (ERM) to regularized fairness objectives and distributionally robust optimization (DRO) objectives that aim to minimizes differences in or improve the worst-case AUC or log-loss across groups (section 2.5). To evaluate net benefit, we adopt the assumption that the intervention induces constant relative risk reduction to enable the estimation of net benefit in this setting (section 2.4.2). We further conduct an analysis to investigate the impact of equalized odds constraints on the interplay between guideline-concordant decision making, calibration, and net benefit. Furthermore, as ten-year ASCVD outcomes are subject to censoring, we use an inverse probability of censoring weighting (IPCW) approach to extend each of the training objectives and evaluation metrics used to account for censoring, as described in the section 2.6.
Table 5.1: Characteristics of the cohort drawn from the Optum CDM database. Data are grouped based on sex, racial and ethnic categories, and the presence of type 2 and type 1 diabetes, rheumatoid arthritis (RA), and chronic kidney disease (CKD). Shown, for each group, is the number of patients extracted, the rate at which the ten-year outcome is censored, and an inverse probability of censoring weighted estimate of the incidence of the ten-year outcome.

<table>
<thead>
<tr>
<th>Group</th>
<th>Count</th>
<th>Censoring rate</th>
<th>Incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>3,253,609</td>
<td>0.816</td>
<td>0.105</td>
</tr>
<tr>
<td>Male</td>
<td>2,549,256</td>
<td>0.821</td>
<td>0.120</td>
</tr>
<tr>
<td>Asian</td>
<td>165,198</td>
<td>0.814</td>
<td>0.0829</td>
</tr>
<tr>
<td>Black</td>
<td>438,144</td>
<td>0.786</td>
<td>0.136</td>
</tr>
<tr>
<td>Hispanic</td>
<td>433,238</td>
<td>0.800</td>
<td>0.104</td>
</tr>
<tr>
<td>Other</td>
<td>880,116</td>
<td>0.936</td>
<td>0.115</td>
</tr>
<tr>
<td>White</td>
<td>3,886,169</td>
<td>0.797</td>
<td>0.110</td>
</tr>
<tr>
<td>Asian, female</td>
<td>88,100</td>
<td>0.806</td>
<td>0.0793</td>
</tr>
<tr>
<td>Asian, male</td>
<td>77,098</td>
<td>0.823</td>
<td>0.0874</td>
</tr>
<tr>
<td>Black, female</td>
<td>262,559</td>
<td>0.784</td>
<td>0.128</td>
</tr>
<tr>
<td>Black, male</td>
<td>175,585</td>
<td>0.788</td>
<td>0.150</td>
</tr>
<tr>
<td>Hispanic, female</td>
<td>235,736</td>
<td>0.792</td>
<td>0.102</td>
</tr>
<tr>
<td>Hispanic, male</td>
<td>197,502</td>
<td>0.810</td>
<td>0.107</td>
</tr>
<tr>
<td>Other, female</td>
<td>522,369</td>
<td>0.938</td>
<td>0.108</td>
</tr>
<tr>
<td>Other, male</td>
<td>357,747</td>
<td>0.932</td>
<td>0.125</td>
</tr>
<tr>
<td>White, female</td>
<td>2,144,845</td>
<td>0.794</td>
<td>0.102</td>
</tr>
<tr>
<td>White, male</td>
<td>1,741,324</td>
<td>0.802</td>
<td>0.119</td>
</tr>
<tr>
<td>Type 2 diabetes absent</td>
<td>5,388,193</td>
<td>0.817</td>
<td>0.104</td>
</tr>
<tr>
<td>Type 2 diabetes present</td>
<td>414,672</td>
<td>0.835</td>
<td>0.20</td>
</tr>
<tr>
<td>Type 1 diabetes absent</td>
<td>5,741,282</td>
<td>0.818</td>
<td>0.110</td>
</tr>
<tr>
<td>Type 1 diabetes present</td>
<td>61,583</td>
<td>0.825</td>
<td>0.240</td>
</tr>
<tr>
<td>RA absent</td>
<td>5,733,505</td>
<td>0.819</td>
<td>0.110</td>
</tr>
<tr>
<td>RA present</td>
<td>69,360</td>
<td>0.782</td>
<td>0.185</td>
</tr>
<tr>
<td>CKD absent</td>
<td>5,758,773</td>
<td>0.819</td>
<td>0.110</td>
</tr>
<tr>
<td>CKD present</td>
<td>44,092</td>
<td>0.767</td>
<td>0.253</td>
</tr>
</tbody>
</table>

5.2 Methods

5.2.1 Cohort definition

All data are derived from Optum’s de-identified Clininformatics® Data Mart Database (Optum CDM), a statistically de-identified large commercial and medicare advantage claims database containing records from 2007 to 2019. We utilize version 8.1 of the database mapped to the Observational Medical Outcomes Partnership Common Data Model (OMOP CDM) version 5.3.1 [111–113].

We apply criteria to extract cohorts for learning estimators of ten-year ASCVD risk. This criteria is designed to mirror the population eligible for risk-based allocation of statins based on clinical
Table 5.2: Code and concept identifiers used to construct the cohort. Parentheses indicate the source vocabulary for the listed identifiers. We use the International Classification of Diseases version 9 (ICD-9), the Anatomical Therapeutic Chemical Classification System (ATC), Logical Observation Identifiers Names and Codes (LOINC), and OMOP CDM concept identifiers. Asterisks indicate the union of all possible suffixes and brackets indicate a range of included suffixes. For identifiers that are not OMOP CDM concept identifiers, we map the listed identifiers to standard OMOP CDM concepts using the mappings provided by the OMOP CDM vocabulary. Each set of OMOP CDM concepts used in the cohort definition is defined by the union of the mapped standard OMOP CDM concepts and their descendants in the OMOP CDM vocabulary followed by the exclusion of any excluded concepts and their descendants from the set.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Code or concept identifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke (ICD-9)</td>
<td>430*, 431*, 432*, 433* (except 433.<em>0), 434</em> (except 434.<em>0), 436</em></td>
</tr>
<tr>
<td>Myocardial Infarction (ICD-9)</td>
<td>410*</td>
</tr>
<tr>
<td>Coronary Heart Disease (ICD-9)</td>
<td>411*, 413*, 414*</td>
</tr>
<tr>
<td>Cardiovascular Disease (ICD-9)</td>
<td>410*, 411*, 413*, 414*, 430*, 431*, 432*, 433*, 434*, 436*, 427.31, 428*</td>
</tr>
<tr>
<td>Statin (ATC)</td>
<td>C10AA0[1-8]</td>
</tr>
<tr>
<td>Type 1 diabetes (OMOP)</td>
<td>201254, 40484648, 201254, 435216</td>
</tr>
<tr>
<td>Gestational diabetes (OMOP)</td>
<td>4058243</td>
</tr>
<tr>
<td>Type 2 diabetes (OMOP)</td>
<td>443238, 201820, 442793 (exclude all type 1 and gestational concepts)</td>
</tr>
<tr>
<td>Chronic kidney disease (OMOP)</td>
<td>192279, 192359, 193253, 194385, 195314, 201313, 261071, 4103224, 4263367, 46271022 (exclude 195014, 195289, 195737, 197320, 197930, 4066005, 37116834, 43530912, 45769152)</td>
</tr>
<tr>
<td>Rheumatoid Arthritis (OMOP)</td>
<td>80809</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (LOINC)</td>
<td>18262-6, 13457-7, 2089-1</td>
</tr>
</tbody>
</table>

practice guidelines [173] and builds off of that used in Pfohl et al. [84]. We consider as candidate index events all office visits and outpatient encounters for patients between 40 and 75 years of age at the time of the visit for patients without a prior statin prescription or history of cardiovascular disease (Table 5.2). We restrict the set of candidate index events to those recorded as occurring at or before December 31, 2008 for which least one year of historical data is available and randomly sample one of the resulting candidate index events per patient for inclusion in the final cohort.

The times of ASCVD and censoring events are identified relative to the index event dates. ASCVD events are defined as the occurrence of a diagnosis code for myocardial infarction, stroke, or fatal coronary heart disease (Table 5.2). We consider coronary heart disease to be fatal if death occurs within a year of the recording of the diagnosis code. Censoring events are identified as the earliest date of initiation of statin therapy (Table 5.2), death, or the end of the latest enrollment period. From the extracted ASCVD and censoring times, we construct composite binary outcomes and censoring indicators at ten years, following the logic of section 2.6.
Subpopulation definitions

We define discrete subpopulations on the basis of (1) a combined race and ethnicity variable based on self-reported racial and ethnic categories, (2) patient sex, (3) intersectional categories describing intersections of racial and ethnic categories with sex, (4) history of either type 2 diabetes, type 1 diabetes, rheumatoid arthritis, or chronic kidney disease at the index date. To construct the race and ethnicity attribute, we assign “Hispanic” if the recorded OMOP CDM concept for ethnicity is recorded as “Hispanic or Latino”, and the value of the recorded OMOP CDM racial category otherwise. This resulted in a final categorization of “Asian”, “Black or African American”, “Hispanic”, “Other”, and “White”. We identify patients with a history of type 2 diabetes, type 1 diabetes, rheumatoid arthritis, or chronic kidney disease using the presence of a concept identifier indicative of the condition recorded prior to the index date (Table 5.2). The selected concept identifiers used for identifying type 2 and type 1 diabetes are adapted from Reps and Rijnbeek [191]; those used to identify chronic kidney disease are adapted from Suchard et al. [192].

5.2.2 Feature extraction

We apply a procedure similar to the one described in chapters 3 and 4 to extract a set of clinical features to use as input to fully-connected feedforward neural networks and logistic regression models. This procedure concatenates features representing unique OMOP CDM concepts recorded prior to each patient’s selected index date. We use OMOP CDM concepts corresponding to time-agnostic demographic features (race, ethnicity, sex, and age discretized in five year intervals) as well as longitudinal recorded diagnoses, medication orders, medical device usage, encounter types, laboratory test orders, flags indicating whether the test results were normal or abnormal based on reference ranges, and other coded clinical observations binned in three time intervals corresponding to 29 to 1 days prior to the index date, 365 days to 30 days prior to the index, and any time prior to the index date.

5.2.3 Data partitioning

The procedure used for partitioning the data matches the procedure described in chapter 4. The cohort was partitioned such that such that 62.5% is used as a training set, 12.5% is used as a validation set, and 25% of the data is used as a test set. Subsequently, the training data is partitioned into five equally-sized partitions. Five models are trained for each hyperparameter configuration, holding out one of the partitions of the training set for use as a development set to assess early stopping criteria, and performing model selection based on algorithm-specific model selection criteria defined over the average performance of the five models on the validation set.
5.2.4 Derivation of inverse probability of censoring weights

We consider the estimation of the risk of ASCVD at a fixed time horizon as an example of a supervised learning problem with a censored binary outcome, using the procedures described in section 2.6. To derive inverse probability of censoring (IPCW) weights, we utilize neural networks trained with the discrete-time likelihood [103, 193, 194] to estimate the censoring survival function conditioned on the full set of features used to fit the model for ten-year ASCVD. For each cohort, we derive five such models using the training set partitioning strategy described in section 5.2.3. We use a fixed model architecture with one hidden layer of 128 hidden units that predicts the discrete-time hazard in twenty intervals whose boundaries are determined by the quantiles of the observed censoring times in the union of the four training set partitions that are not held-out. We train these models in a minibatch setting and perform early stopping if the discrete-time likelihood does not improve for twenty-five epochs of 100 minibatches. Subsequently, we define IPCW weights for each patient in the training set by taking the inverse of the predicted censoring survival function at the minimum of the time of censoring, the ASCVD outcome event, or ten years, for each patient, using the model trained on the set of training set partitions that exclude the patient. The weights for patients in the validation and test sets are derived as the reciprocal of the average estimate of the censoring survival function derived from the five models.

5.2.5 Experiments

Here, we outline the structure of the experiments. To serve as baseline comparators for all experiments, we train models using unconstrained IPCW-weighted empirical risk minimization (ERM) without stratification. We refer to this setting as pooled ERM. The first experiment aims to evaluate strategies to learn models that predict the outcome well for subpopulations defined following stratification by race, ethnicity, and sex, including intersectional categories, and for patients with ASCVD-promoting comorbidities. The second experiment aims to assess the implications of penalizing violation of the equalized odds criterion across subpopulations defined on the basis of race, ethnicity, and sex. In each case, we evaluate the net benefit of statin initiation on the basis of the risk estimates under the assumption that the observed relationship with the benefits of using the ASCVD risk estimator to initiate moderate-intensity statin therapy can be modeled as inducing constant relative risk reduction (section 2.4.2), the expected harm of treatment is assumed not to vary on the basis of the risk estimate, and that the trade-off between benefits and harms reflects the choice of a decision threshold of either 7.5% or 20%.

Unconstrained empirical risk minimization without stratification

We evaluate feedforward neural networks and logistic regression models trained with pooled ERM in a minibatch setting using stochastic gradient descent. We conduct a grid search over model-specific
and algorithm-specific hyperparameters. For feedforward neural networks, we evaluate a grid of hyperparameters that include learning rates of $1 \times 10^{-4}$ and $1 \times 10^{-5}$, one and three hidden layers of size 128 or 256 hidden units, and a dropout probability of 0.25 or 0.75. For logistic regression models, we use weight decay regularization [169] drawn from a grid of values containing 0, 0.01, and 0.001. The training procedure is conducted in a minibatch setting of up to 150 iterations of 100 minibatches of size 512 using the Adam [116] optimizer in the Pytorch framework [117]. We use an early-stopping rule that returns the model with the lowest log-loss evaluated on the development set when that criteria has not improved for twenty-five epochs of 100 minibatches. The procedure is repeated separately for each of the five training-development set partitions constructed. Following training, we apply each model derived from the training procedure to the validation set and select hyperparameters on the basis of the best average log-loss evaluated in the validation set across all training partitions.

**Approaches to improve subpopulation performance**

To compare with pooled ERM, we evaluate models trained with ERM separately on each subpopulation (stratified ERM), models trained with IPCW-weighted regularized training objectives that penalize differences in the log-loss or AUC between each group and the marginal population, and IPCW-weighted distributionally robust optimization (DRO) objectives that maximize the worst-case log-loss or AUC across groups (section 2.6.2). The hyperparameter grid, early stopping, and model selection procedures conducted for the stratified ERM experiments exactly match those used for the pooled ERM experiments. For models trained with regularized objectives or DRO, we use a feedforward neural network with hyperparameters fixed to three hidden layers with 256 hidden units, a dropout probability of 0.25, and a learning rate of $1 \times 10^{-4}$. For the regularized models, we evaluate a grid of five $\lambda$ values distributed log-uniformly from $1 \times 10^{-2}$ to 10 and conduct early-stopping on the basis of the value of the penalized loss. For the DRO experiments, we evaluate unmodified and balanced sampling, as well as a grid of values for the exponentiated gradient ascent learning rate $\eta$ given by 0.01, 0.1, and 1.

As in the case of the unconstrained ERM experiments, we fix the batch size to be 512 and evaluate early-stopping criteria in intervals of 100 minibatches and terminate when the criteria has not improved for 25 iterations. For the fairness-regularized models, we perform early stopping on the basis of the penalized loss that incorporates the regularization term. To conduct early-stopping for DRO experiments, we use the worst-case early-stopping criteria described in chapter 4. We use the worst-case subpopulation AUC for early-stopping when the AUC-based training objective is used and the worst-case subpopulation loss when the standard DRO objective is used.

For model selection on the validation set, we use criteria defined in terms of the worst-case performance (either AUC or log-loss) for both regularized and DRO experiments, over the full set of hyperparameter configurations. As in chapter 4, we use the worst average performance produced...
by averaging validation set performance over the training replicates. As was the case for early-stopping, we use the worst-case AUC for model selection for the regularized and DRO experiments that incorporate the AUC into their objective, and use the worst-case log-loss for model selection for objectives that incorporate the log-loss into their objective.

**Regularized fairness objectives for equalized odds**

To evaluate the effect of penalizing violation of equalized odds, we consider regularized training objectives that incorporate an IPCW-weighted maximum mean discrepancy (MMD) penalty to penalize differences in the outcome-conditioned distribution of the risk score between each group and the marginal population (equations (2.64) and (2.82)), as well as a penalty that penalizes differences in the true positive and false negative rates between each group and the marginal population at the guideline-relevant thresholds of 7.5% and 20% [173] using an IPCW-weighted objective that uses a softplus relaxation to the indicator function to provide differentiability (equation (2.57)). To simplify the experiment, we conduct this analysis only with the intersectional categories defined by race, ethnicity, and sex. We evaluate the models on the intersectional categories and for race/ethnicity and sex separately. Furthermore, we fix hyperparameters to those used for the regularized and DRO models in the other experiment and evaluate five values of the regularization penalty $\lambda$ distributed log-uniformly from $1 \times 10^{-2}$ to 10. As before, we fix the batch size to be 512 and evaluate early-stopping criteria in intervals of 100 minibatches and terminate when the value of the penalized loss has not improved for 25 iterations. For these models, we do not conduct explicit model selection over the regularization path on the basis of validation set performance given that it was of interest to evaluate each value of $\lambda$ separately.

**Evaluation of model performance**

The procedure used for evaluating performance on the held-out test is similar to that which was used in chapter 4. To compute 95% confidence intervals for model performance metrics, we draw 1,000 bootstrap samples from the test set, stratified by levels of the outcome and subpopulation attribute relevant to the evaluation, compute the IPCW-weighted performance metrics for the set of five derived models on each bootstrap sample, and take the 2.5% and 97.5% empirical quantiles of the resulting distribution that results from pooling over both the models and bootstrap replicates. We construct analogous confidence intervals for the difference in the model performance relative to unconstrained ERM conducted over the whole dataset by computing the difference in the performance computed on the same bootstrap sample and taking the 2.5% and 97.5% empirical quantiles of the distribution of the differences. To construct confidence intervals for the worst-case performance over subpopulations, we extract the worst-case performance for each bootstrap sample.

We assess model performance in the test set in terms of IPCW-weighted variants of the AUC, the average log-loss, the absolute calibration error (ACE; equation (2.81)), true positive rate, false
positive rate, and calibration curve. To compute the ACE, we use the average absolute value of the difference between the model outputs and an estimate of the calibration curve learned via a logistic regression estimator trained on the test data to predict the outcome from a logit-transformed outputs of the predictive model as inputs [48, 57, 58], where both the logistic regression model and the average over the absolute differences incorporate IPCW weights.

Evaluation of net benefit

We estimate the net benefit of initiating statin therapy on the basis of the risk estimates using the formulation of the net benefit developed in section 2.4.2. The net benefit in this context assesses the benefit that the model confers, in terms of population absolute risk reduction, after subtracting out harms represented on the same scale, using the chosen decision threshold to assess the relative utility of the harms and benefits of the statin initiation. We apply this formulation to estimate the net benefit for models learned with pooled ERM and regularized objectives that penalize equalized odds violation.

To estimate net benefit, we make several simplifying assumptions. We first assume that the expected harm of statins does not depend on the risk estimate. With this assumption, net benefit may be calculated with equation (2.44) if the probability of the outcome conditioned on the risk score in the presence and absence of the intervention are specified. The probability of the outcome conditioned on the risk estimate in the absence of the intervention is simply given by the calibration curve of the risk estimate. The probability of the outcome following statin initiation may be related to calibration curve on the basis of evidence of the treatment effect, i.e. extent to which the initiation of statin therapy reduces the risk of ASCVD within ten years.

We adopt a simple model for the treatment effect of statin initiation presented in Soran et al. [195] that relates the expected reduction in risk to the reduction in low-density lipoprotein cholesterol (LDL-C) that follows from statin initiation. This model assumes that each 1 mmol/L reduction in LDL-C is expected to induce a 22% proportional reduction in the risk ten-year ASCVD, based on evidence from a meta-analysis of randomized control trials [196], implying that if the absolute reduction in LDL-C in mmol/L is given by \( \kappa \), the relative reduction in ten-year ASCVD risk is given by \( r = 1 - (1 - 0.22)^\kappa \) [195]. Therefore, the task of describing the expected reduction in risk a function of the risk estimate can be reduced to the task of describing the average reduction in LDL-C in the population as a function of the risk estimate.

To describe that relationship for our cohort, we separately consider the evidence for the extent to which statins reduce LDL-C as a function of LDL-C alongside the relationship between observed LDL-C values and the risk estimates for our cohort. As in Soran et al. [195], we assume the use of moderate intensity statin therapy that reduces LDL-C by 43% on average, independent of the pre-treatment level of LDL-C, consistent with the usage of 20mg of atorvastatin [195, 197, 198]. We extract the most recent historical LDL-C result, if present, for each patient in the test set
whose binary outcome was uncensored, filtering out extreme results of < 10 or > 500 mg/dL LDL-C, resulting in 32,366 valid results. We note that the risk estimates produced by the selected model learned with pooled ERM appear to be uncorrelated with observed untreated LDL-C levels in our cohort ($R^2 = 0.004$; Supplementary Figure C1), suggesting that both the expected absolute reduction in LDL-C and the relative risk reduction $r$ may be modeled as constants that are independent of the risk estimates. We extract a risk-score-independent estimate of the mean LDL-C in the cohort as 3.01 mmol/L, using an IPCW-weighted mean over the extracted LDL-C values. The assumed value for the relative risk reduction that follows from statin initiation is given by $r = 1 - (1 - 0.22)^{(3.01/0.43)} = 0.275 = 27.5\%$.

We use equation (2.52) to estimate net benefit with these assumptions, representing the net benefit for each group for a range of decision thresholds that each imply different assumptions regarding the relative value of the benefits and harms of the intervention. As was the case for the evaluation of model performance, all net benefit measures are adjusted for censoring using IPCW and confidence intervals are generated with the percentile bootstrap. We perform this evaluation in the context of the guideline-concordant thresholds of 7.5% and 20% that corresponds to the bounds of the intermediate and high-risk categories of the clinical practice guidelines [170, 173, 174]

Calibrated performance metrics

We introduce the notion of a calibrated performance metric to help assess the implications of miscalibration. A calibrated performance metric is one evaluated following adjustment of the decision threshold to account for model miscalibration. Concretely, if $c(s)$ is the calibration curve evaluated for a risk estimate $S = s$, then a calibrated performance metric evaluated at a threshold $\tau$ is one evaluated at a threshold $\tau_c = c^{-1}(\tau)$ on the score $S$. We particularly focus on the calibrated net benefit (cNB) to assess the net benefit under the assumption that decision thresholds for each group are adjusted on the basis of observed miscalibration (equations (2.46) and (2.52)). To compute calibrated performance metrics, we use estimates of the calibration curve fit on the test set using IPCW-adjusted logistic regression models that use logit-transformed model outputs to predict the outcome. Given a learned logistic regression model for the calibration curve, the adjusted threshold $\tau_c$ may be computed analytically, or by interpolation for more general models of the calibration curve. We note that this approach provides an optimistic upper bound for the net benefit that could result from a recalibration procedure, but does not reflect the actual net benefit that follows from such a recalibration procedure, because the adjustment for the miscalibration is conducted on the test set.
**Figure 5.1:** The performance of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex, relative to the results attained by the application of unconstrained ERM to the overall population. Results shown are the relative AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss or AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

### 5.3 Results

#### 5.3.1 Approaches to improve subpopulation performance

We conducted an experiment to assess whether approaches that penalize differences in AUC or log-loss across subpopulations or optimize for the worst-case value of these metrics improve upon empirical risk minimization approaches in terms of the model performance and net benefit measures. In the main text, we report the results assessed relative to those derived from unconstrained ERM applied to entire population for subpopulations defined in terms of race, ethnicity, and sex (Figure 5.1), as well as for subpopulations with ASCVD-promoting comorbidities (Figure 5.2). Absolute performance estimates are reported in the supplementary material (Supplementary Figure C2 and Supplementary Figure C4).

We find that the use of unconstrained empirical risk minimization using data from the entire population typically results in models with the greatest AUC for each subpopulation, but stratified
Figure 5.2: The performance of models that estimate ten-year ASCVD risk, for subpopulations defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes, relative to the results attained by the application of unconstrained ERM to the overall population. Results shown are the relative AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained ERM, regularized objectives that penalize differences in the log-loss or AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss or AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

ERM procedures that train a separate model for each subpopulation achieve an AUC that does not differ substantially in some cases, particularly for majority subpopulations (Figure 5.1D,E and Figure 5.2C,D,E,F). The models trained with regularized fairness objectives or DRO and selected on the basis of the worst-case AUC or log-loss do not improve on the AUC assessed for each subpopulation, and typically perform substantially worse, with the least extreme degradation observed for those models trained with the AUC-based DRO training objective (Figure 5.1C,D,E and Figure 5.2C,D,E,F). Despite the lack of improvement in AUC, we observe that subpopulation-specific ERM and both regularized and DRO-based objectives that incorporate the AUC into their training objective often result in improved model calibration for some subpopulations (5.1F,G,H,I,J and Figure 5.2G,I,J,K,L). Similarly, subpopulation-specific training does result in minor improvements in the log-loss for some subpopulations relative to ERM applied to the entire population, but these results are typically observed only for larger subpopulations when they are present (Figure 5.1M,D,O and Figure 5.2O,R).
Figure 5.3: The net benefit of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex, relative to the results attained by the application of unconstrained ERM to the overall population. Results shown are the net benefit (NB) and calibrated net benefit (cNB), evaluated for the utility functions implied by the choice of a decision threshold of 7.5% or 20% and assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss or AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

The implication of these effects can be understood holistically through an assessment of the net benefit of statin therapy initiated on the basis of the risk estimates. Overall, no approach consistently confers more net benefit than unconstrained ERM applied to the entire population for each subpopulation, when the net benefit is assessed for the benefit-harm tradeoffs corresponding either of the thresholds of 7.5% or 20%, but subpopulation-specific training and AUC-based DRO approaches do lead to minor improvements in some cases (Figure 5.3C,D,E,M,N,O and Figure 5.4C,F,O,R). However, we note that, for each subpopulation, no approach improves on the calibrated net benefit, i.e. the net benefit achieved following adjustment of the decision threshold to account for the observed miscalibration, relative to unconstrained ERM applied to the entire population (Figure 5.3H,I,J,R,S,T and Figure 5.4I,J,K,L,U,V,W,X). This indicates that for those cases where an alternative strategy results in an increase in the net benefit conferred relative to that which is achieved for the pooled ERM strategy, it is a consequence of the improvement in calibration at the threshold of interest.
Figure 5.4: The net benefit of models that estimate ten-year ASCVD risk, for subpopulations defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes, relative to the results attained by the application of unconstrained ERM to the overall population. Results shown are the net benefit (NB) and calibrated net benefit (cNB), evaluated for the utility functions implied by the choice of a decision threshold of 7.5% or 20% and assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss or AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss or AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

5.3.2 Regularized fairness objectives for equalized odds

We further conducted an experiment to assess the implications of the use of a training objective that penalizes violation of equalized odds across intersectional groups defined by race, ethnicity, and sex. In the main text, we present the results corresponding to an MMD-based penalty evaluated over groups defined by race and ethnicity, but include in the supplementary material analogous results corresponding to evaluation over intersectional categories and for sex (Supplementary Figures C8 to C21). Furthermore, the supplementary material includes analogous results for experiments that penalize equalized odds at the thresholds of 7.5% and 20% using softplus relaxations of the true positive and false positive rates (Supplementary Figures C22 to C42).

We observe that as the strength of the penalty λ increases, the AUC assessed for each subpopulation monotonically decreases (Figure 5.5A,D). With a minor degree of equalized-odds promoting
Figure 5.5: Model performance evaluated across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Figure 5.6: Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Regularization (i.e. $\lambda = 0.01, 0.0562$), calibration actually improves relative to the result for unconstrained ERM (Figure 5.5C,F) and there is little to no change in the log-loss for each group despite the reduction in AUC (Figure 5.5B,E). This is reflected in the calibration curves presented.
**Figure 5.7:** The net benefit evaluated across racial and ethnic groups under the utility functions implied by the choice of a decision threshold of 7.5% or 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Figure 5.8:** Satisfaction of equalized odds evaluated across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

In Figure 5.6, where we observe modest miscalibration consistent with overestimation of risk for each group for the unconstrained model (Figure 5.6A) with improvements in the calibration of the model with a minor degree of regularization (Figure 5.6B,C). However, for large degrees of regularization (i.e. $\lambda = 1.78$ and $\lambda = 10$), both the calibration and log-loss assessed for each group deteriorates, although the reduction in AUC remains modest (Figure 5.5). In this case, the variability in the risk estimates sharply decreases to concentrate around the incidence of the outcome for larger degrees of
**Figure 5.9:** The net benefit evaluated for a range of thresholds across racial and ethnic groups under the utility function implied by the choice of a decision threshold of 7.5% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Regularization, which is reflected in the shape of the calibration curve and error rates as a function of the threshold (Figure 5.6F,L,R), consistent with overestimation for patients with risk lower than the incidence and underestimation for patients with risk greater than the incidence.

For the unconstrained model, the true positive rates and false positive rates at each threshold are ranked across groups in accordance with the observed incidence for each group, such that the Black population has the largest true positive rate and false positive rate while the Asian population has the lowest true positive rate and false positive rate (Figure 5.6G,H). The penalized training objective is successful at enforcing the equalized odds constraint, in that the variability in false positive and true positives rates as the strength of the penalty increases trends towards zero (Figures 5.6 and 5.8).

For the benefit-tradeoff implied by the use of either a threshold of 7.5% or 20%, we observe clear reductions in net benefit for each group for large values of $\lambda$ (Figure 5.7A,C,E,G). With minor amounts of regularization, we observe little to no reduction in net benefit for the utility functions implied by either a threshold of 7.5% or 20%, and the point estimates for 20% even suggest a relative
increase in net benefit compared to unconstrained ERM (Figure 5.7E,G). However, for large degrees of regularizaton, we observe large reductions in net benefit relative to that which is attained from unconstrained ERM, but the magnitude of these differences are attenuated when the thresholds applied for each group are adjusted to account for miscalibration (Figure 5.7B,D,F,H). We further observe that the calibrated net benefit for equalized-odds penalized models does not improve on unconstrained ERM at any value of $\lambda$ (Figure 5.7C,F,D,H). Overall, the reduction in net benefit observed directly due to operating at a suboptimal decision threshold, as a result of miscalibration, is generally larger than the reduction in net benefit that results due to reduced the AUC of the model at larger values of $\lambda$. Furthermore, we note that threshold adjustment to recover net benefit lost due to the miscalibration resulting from the use of the training objective that penalizes equalized odds violation does not preserve the satisfaction of the equalized odds fairness constraint, as the variability in error rates at the adjusted thresholds is observed to be similar to or more variable than that which results from unconstrained ERM (Figure 5.8).

To gain further insight into these phenomena, we plot the net benefit for a range of decision thresholds assuming that the benefit-harm tradeoff is fixed to one implied by the use of a threshold of 7.5% (Figure 5.9). In the supplementary material, we include analogous results for the threshold of 20% (Supplementary Figure C6), as well as standard decisions curves defined such that the net benefit plotted for each point on the curve corresponds to the benefit-harm tradeoff implied by corresponding threshold on the x-axis (Supplementary Figure C7). As expected for the analysis corresponding to a threshold of 7.5%, the calibrated net benefit is maximized for each group at a threshold on the risk estimates corresponding to the point where the observed incidence of the outcome conditioned on the risk estimate is 7.5% (Figure 5.9M,N,O,P,Q,R). Furthermore, when the model overestimates risk at a threshold of 7.5% due to miscalibration, such as was the case for the unconstrained ERM model and for the models trained with a large penalty on equalized odds violation, the threshold that maximizes the net benefit is one greater than 7.5% (Figure 5.9A,D,E,F). In these cases, adjusting the threshold on the penalized models to compensate for miscalibration recovers the majority of difference in net benefit relative to the model derived with unconstrained ERM.

5.4 Discussion

The results suggest that in settings where the observed model miscalibration may be adjusted for with subpopulation-specific recalibration or threshold-adjustment procedures, no approach to learning an ASCVD risk estimator confers more net benefit for each subpopulation than unconstrained ERM applied to the entire population. This claim follows from the observation that no alternative approach resulted in greater calibrated net benefit for any subpopulation. Furthermore, we find that the net benefit for each population is maximized for each subpopulation at a decision threshold on the risk
estimate for which the calibration curve intersects the value corresponding to the optimal threshold on the risk of the outcome that results from analysis of the properties of the intervention.

In cases where we observe improvements in the unadjusted net benefit over ERM, or little to no change despite a reduction in AUC, the differences directly follow from improvements in the calibration of the model derived from the alternative approach. We observe such effects for models trained with objectives that penalize equalized odds to a minor degree, those trained with stratified ERM procedures that train a separate model for each subpopulation, as well as for regularized fairness objectives and DRO procedures that operate over the AUC assessed for each subpopulation. Taken together, these results indicate that models derived from unconstrained ERM should not necessarily be assumed to be well-calibrated in practice, further highlighting the importance of model development, selection, and post-processing strategies that aims to identify the best-fitting, well-calibrated model for each subpopulation. However, we caution that the calibrated net benefit results we report should not necessarily be taken as evidence of the practical success of the particular threshold-adjustment procedure we undertake to evaluate net benefit because, by design, the procedure provides an optimistic estimate of the net benefit that would result from such an adjustment given that the generalization properties of the adjustment procedure are not accounted for.

In the context of statin allocation on the basis of ASCVD risk estimation, assessments of algorithmic fairness that assess equalized odds are likely to be misleading. Similarly, efforts undertaken to minimize equalized odds violation are likely to introduce harm when they result in miscalibration that implies the use of a decision threshold other than the one that is implied to be optimal on the basis of patient preferences and the effects of the intervention. The sufficiency fairness criterion (i.e., equal calibration curves) is consistent with the use of a globally-consistent threshold across groups that maximizes the net benefit that a threshold-based statin-initiation policy confers to each subpopulation. Additionally, calibration is a generally desirable property in that it enables guideline-concordant shared patient-clinician decision making [174] in the context of patient preferences towards the potential benefits and harms of treatment. While these observations motivate the use of approaches that reason about algorithmic fairness in terms of calibration characteristics [126, 135], such assessments do not account differences in benefit that arise due to differences in the discrimination performance of the model across groups and can be misleading when outcomes are subject to measurement error that systematically differs across groups [4, 21] or when resource or capacity constraints effectively constrain the decision threshold such that it is not feasible to operate at the optimal threshold [43].

While not emphasized in this chapter, this work leverages several technical innovations developed in this dissertation. To the best of our knowledge, this work is the first to assess algorithmic fairness in a setting with censored outcomes. The IPCW-weighted training objectives and evaluation criteria presented in section 2.6 provide a comprehensive extension of the algorithmic fairness framework presented in sections 2.2 and 2.5 to a setting with binary censored outcomes. While our approach is
appropriate only for censored binary outcomes defined in terms of the occurrence of an event prior to a fixed time horizon, it is plausible that it could be extended to training objectives and evaluation criteria defined for time-to-event data.

The assessment of net benefit undertaken in this work is the result of an extension of decision curve analysis to settings where the intervention is assumed to induce constant relative risk reduction and harms are assumed to be modeled as a constant. The net benefit measure may be interpreted as the absolute risk reduction incurred after subtracting out harms represented on the same scale. While we focus on this relatively simple case, equations (2.38) and (2.37) suggest a generalization of the net benefit for this setting where the optimal threshold is derived as the point at which score-dependent and preference-weighted functions representing the absolute risk reduction and the increased risk of harm as a result of treatment are equal. The use of this formulation may be more appropriate if the assumptions that motivate modeling the relative risk reduction as a constant do not hold, but the resulting expression for the net benefit may not be straightforward to evaluate as a weighted sum of familiar model performance metrics, as in equation (2.44). Furthermore, we note that our use of a net benefit measure that fixes the utility function to one that corresponds to a single threshold of interest may independently be of interest for decision curve analysis procedures in the presence of model miscalibration.
Chapter 6

Conclusion

This dissertation aimed to provide recommendations for model development and evaluation in alignment with algorithmic fairness principles. Chapter 2, particularly section 2.4.3, serves to outline those recommendations on the basis of theoretical arguments established in this dissertation and in prior work. The work that follows largely serves as empirical validation of the claims presented there.

In section 2.3 we described the theoretical trade-offs that exist between model fit, fairness criteria satisfaction defined in terms of calibration characteristics, and those defined in terms of parity in classification rates, true positives rates, or false positive rates. The experiments in chapter 3 confirm the existence of these trade-offs and quantify their magnitude across a variety of electronic health records databases and prediction tasks. A key result is that regularized fairness objectives that penalize equalized odds and demographic parity typically result in reduced model performance and miscalibration, for each group, as the strength of the penalty increases.

The results of the experiments presented in chapter 4 indicate that, in practice, no strategy, including those that use distributionally robust optimization techniques to optimize for worst-case performance over groups, results in models with performance for any subpopulation that exceeds that of empirical risk minimization applied to a large and diverse training dataset that pools over the subpopulations of interest. While the scope of this work was broad, spanning multiple electronic health records databases and prediction tasks, it is unclear whether this result should be expected to hold in general, as the relevant theory is less well-established than is the case for the trade-offs between fairness criteria. It is plausible that future algorithmic development in this may be fruitful in improving worst-case performance across subpopulations, particularly in small-data settings and when the sizes of the relevant subpopulations are highly unbalanced.

Chapter 5 was a case study that served to bind together the individual threads presented in the dissertation, providing context to aid in the interpretation of the nuanced interplay between and among measures of model performance, net benefit, and fairness that result from use of model
development approaches that nominally promote fairness. Notably, we extended the evaluation of model performance and fairness to include the harms and benefits of statin initiation on the basis of estimates of the ten-year risk of ASCVD. Overall, the results are consistent with the recommendations for model development and evaluation laid out in section 2.4, and further generally reproduce and extend the results presented in chapters 3 and 4.

To summarize our findings and recommendations, we find that in cases where a clinical predictive model is used to inform a clinical intervention with well-understood benefits and harms, and when the data used for training and evaluation do not exhibit differential measurement error or bias across relevant patient subpopulations, the model development strategy that results in largest net benefit for each subpopulation of interest is one where unconstrained empirical risk minimization is used without explicit fairness constraints applied during the learning procedure. Regardless of the learning strategy used, shared patient-clinician decision making in the context of the available evidence concerning the benefits and harms of the intervention and performance of the model should be used to guide decision threshold selection. The sufficiency fairness criterion, implying equal calibration cures across groups, is desirable in that it enables the application of the same criteria for decision threshold selection across groups. Furthermore, when sufficiency holds and patient preferences and the benefits and harms of the intervention are invariant across groups conditioned on the risk score, the global decision threshold selected on the basis of those properties results in the application of an invariant threshold on the expected utility conditioned on the risk score and the maximal utility decision rule for each group (section 2.4). As is argued in chapter 2 and shown empirically in chapters 3 and 5, approaches to algorithmic fairness that constrain violation of fairness criteria such as equalized odds or demographic parity introduce harm when they lead to reductions in model performance, systematic model miscalibration, or suboptimal threshold selection.

A consideration that is not accounted for in this framing is that decision thresholds are often set in practice on the basis of operational constraints [43] or in an ad-hoc manner that does not reflect a contextual assessment of the harms and benefits of the model-guided (e.g. on the basis of maximizing a threshold-based performance metric) [199]. For these cases, sufficiency and calibration still imply a coherent notion of fairness in that imply the application of a consistent threshold on the conditional utility function conditioned on the risk score, subject to assumptions outlined above, but otherwise do not imply that the net benefit of the intervention is maximized for each group nor that the amount of unrealized net benefit is equal. Approaches to formalizing and navigating the set of ethical trade-offs that arise is an important area for future work.

As in discussed in section 2.4.3, the conclusions and recommendations provided are appropriate only in settings where measurement of the outcome is not biased in ways that systematically differ across groups [4, 40]. This is important to recognize because such biases are often well-aligned with the popular notion of “bias” as it is conceptualized broadly in popular technical and non-technical contexts. These biases are further likely to be common when observational data indicative
of historical and present care and utilization patterns are used to construct datasets for model development, given that differences in those patterns across groups are primarily the result of social determinants of health that affect the validity of measureable proxies [12, 200]. Important directions for future work include the development of methods that enable the identification of unbiased proxies with which to conduct fairness assessments with respect to, as well as sensitivity analysis approaches to probe the properties of sets of plausible proxies, with only minimal specification of the mechanism of the expected bias in the measurement or sampling processes [40, 201].

Satisfying any of the studied algorithmic fairness criteria is neither necessary nor sufficient for a model-guided intervention to promote health equity. Striving for health equity ideally entails designing policies that directly counteract the systemic factors that contribute to health disparities, primarily structural forms of racism and economic inequality [12, 202]. By considering only changes to observable properties of a model, evaluation within the algorithmic fairness framework does not consider upstream inequities in the data generating and measurement processes or the downstream impact on the model-guided intervention has on the mechanisms that contribute to health disparities [3, 35, 203]. In the absence of this context, a requirement that a predictive model satisfy some algorithmic fairness criterion provides little more than a “veneer of neutrality” [18, 137]. Furthermore, constraining a model such that some notion of fairness is achieved is insufficient for, and may actively work against, the goal of promoting health equity using machine learning guided interventions. This lack of sufficiency does not imply that explicitly optimizing for fairness criteria satisfaction can not be useful. However, the value of achieving algorithmic fairness should be defined in terms of the impact of an algorithm-guided intervention on individuals, groups, and on status quo power structures that directly or indirectly perpetuate health disparities [204].

In light of these limitations, model developers in healthcare should engage in transparent model reporting and participatory design practices that explicitly incorporate perspectives from a diverse set of stakeholders, including patient advocacy groups and civil society organizations. Doing so may help identify mechanisms through which measurement error, bias, and historical inequities affect data collection, measurement, and problem formulation, as well as help reason about the mechanisms by which the intervention informed by the model’s prediction interacts with those factors [31, 205–207]. However, it is important to allow that the conclusion derived from this process may be to abstain from algorithm-aided decision making entirely if it is not practical to do so responsibly [208, 209].
Appendix A

Supplementary material for chapter 3

A.1 Supplementary cohort tables

Table A1: Cohort characteristics for patients drawn from Optum CDM. Data are grouped on the basis of the age group and sex. Shown are the number of patients extracted and the incidence of 30-day readmission and prolonged length of stay (hospital length of stay greater than or equal to 7 days)

<table>
<thead>
<tr>
<th>Group</th>
<th>Count</th>
<th>30-Day Readmission</th>
<th>Prolonged Length of Stay</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-30</td>
<td>1,067,423</td>
<td>0.0346</td>
<td>0.0608</td>
</tr>
<tr>
<td>30-45</td>
<td>1,854,239</td>
<td>0.0347</td>
<td>0.0611</td>
</tr>
<tr>
<td>45-55</td>
<td>1,006,924</td>
<td>0.0611</td>
<td>0.138</td>
</tr>
<tr>
<td>55-65</td>
<td>1,173,140</td>
<td>0.0808</td>
<td>0.195</td>
</tr>
<tr>
<td>65-75</td>
<td>1,294,273</td>
<td>0.100</td>
<td>0.258</td>
</tr>
<tr>
<td>75-90</td>
<td>1,678,572</td>
<td>0.168</td>
<td>0.386</td>
</tr>
<tr>
<td>Female</td>
<td>5,040,564</td>
<td>0.0765</td>
<td>0.168</td>
</tr>
<tr>
<td>Male</td>
<td>3,032,831</td>
<td>0.0938</td>
<td>0.224</td>
</tr>
</tbody>
</table>
Table A2: Cohort characteristics for patients drawn from MIMIC-III. Data are grouped on the basis of the age group, sex, and the race and ethnicity category. Shown are the number of patients extracted and the incidence of an ICU length of stay greater than three and seven days and of hospital and ICU mortality.

<table>
<thead>
<tr>
<th>Group</th>
<th>Count</th>
<th>ICU LOS ≤ 3</th>
<th>ICU LOS ≤ 7</th>
<th>Hospital Mortality</th>
<th>ICU Mortality</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15-30)</td>
<td>1,345</td>
<td>0.274</td>
<td>0.0491</td>
<td>0.0387</td>
<td>0.0238</td>
</tr>
<tr>
<td>[30-45)</td>
<td>2,621</td>
<td>0.274</td>
<td>0.0500</td>
<td>0.0542</td>
<td>0.0332</td>
</tr>
<tr>
<td>[45-55)</td>
<td>3,865</td>
<td>0.297</td>
<td>0.0505</td>
<td>0.0743</td>
<td>0.0422</td>
</tr>
<tr>
<td>[55-65)</td>
<td>5,358</td>
<td>0.308</td>
<td>0.0524</td>
<td>0.0769</td>
<td>0.0455</td>
</tr>
<tr>
<td>[65-75)</td>
<td>5,620</td>
<td>0.328</td>
<td>0.0571</td>
<td>0.0961</td>
<td>0.0557</td>
</tr>
<tr>
<td>[75-90)</td>
<td>7,361</td>
<td>0.356</td>
<td>0.0583</td>
<td>0.140</td>
<td>0.0793</td>
</tr>
<tr>
<td>Female</td>
<td>11,108</td>
<td>0.326</td>
<td>0.0568</td>
<td>0.102</td>
<td>0.0593</td>
</tr>
<tr>
<td>Male</td>
<td>15,062</td>
<td>0.314</td>
<td>0.0526</td>
<td>0.0889</td>
<td>0.0507</td>
</tr>
<tr>
<td>Other</td>
<td>7,639</td>
<td>0.325</td>
<td>0.0579</td>
<td>0.106</td>
<td>0.0624</td>
</tr>
<tr>
<td>White</td>
<td>18,531</td>
<td>0.316</td>
<td>0.0529</td>
<td>0.0895</td>
<td>0.0510</td>
</tr>
</tbody>
</table>
A.2 Hyperparameters

Table A3: The hyperparameter grid used for tuning feedforward neural networks with a fixed hidden layer size. The full grid is constructed via the cartesian product of the listed grid values for each hyperparameter. The random search procedure evaluates fifty elements from the full grid.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Grid Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>[128, 256, 512]</td>
</tr>
<tr>
<td>Dropout Probability</td>
<td>[0.0, 0.25, 0.5, 0.75]</td>
</tr>
<tr>
<td>Hidden Dimension</td>
<td>[128, 256]</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>[10(^{-3}), 10(^{-4}), 10(^{-5})]</td>
</tr>
<tr>
<td>Number of Hidden Layers</td>
<td>[1, 2, 3]</td>
</tr>
</tbody>
</table>

Table A4: Selected model hyperparameters for each outcome defined for the cohort derived from the STARR database.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Hospital Mortality</th>
<th>Prolonged Length of Stay</th>
<th>30-Day Readmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>512</td>
<td>256</td>
<td>512</td>
</tr>
<tr>
<td>Dropout Probability</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Hidden Dimension</td>
<td>256</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>10(^{-4})</td>
<td>10(^{-4})</td>
<td>10(^{-5})</td>
</tr>
<tr>
<td>Number of Hidden Layers</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Table A5: Selected model hyperparameters for each outcome defined for the cohort derived from the Optum CDM database.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>30-Day Readmission</th>
<th>Prolonged Length of Stay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>Dropout Probability</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Hidden Dimension</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>10(^{-5})</td>
<td>10(^{-5})</td>
</tr>
<tr>
<td>Number of Hidden Layers</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Table A6: Selected model hyperparameters for each outcome defined for the cohort derived from the MIMIC-III database.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>ICU LOS &gt; 3</th>
<th>ICU LOS &gt; 7</th>
<th>Hospital Mortality</th>
<th>ICU Mortality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>128</td>
<td>512</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>Dropout Probability</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Hidden Dimension</td>
<td>256</td>
<td>128</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Number of Hidden Layers</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
A.3 Supplementary figures

A.3.1 STARR

Supplementary Figure A1: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of hospital mortality in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC^\text{0} by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A2:** Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of hospital mortality in the STARR database. Results shown are the mean \pm SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A3: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when \text{sex} \ is considered as the sensitive attribute for prediction of hospital mortality in the STARR database. Results shown are the mean \pm SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_{y=1}^\lambda \) is indicated by \( y=1 \) and xAUC\(_{y=0}^\lambda \) by \( y=0 \)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A4: Fairness metrics as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of hospital mortality in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with \((y=1)\) and \((y=0)\), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A5**: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of hospital mortality in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x\text{AUC}_1; x\text{AUC}_k^0$ is indicated by ($y=1$) and $x\text{AUC}_k^0$ by ($y=0$)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A6:** Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of hospital mortality in the STARR database. Results shown are the mean $\pm$ SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A7:** Group-level model performance measures as a function of the extent λ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of prolonged length of stay in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC_{k}^{0}) is indicated by (y=1) and xAUC_{k}^{0} by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A8: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of prolonged length of stay in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A9:** Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of prolonged length of stay in the STARR database. Results shown are the mean $\pm$ SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x$AUC; $x$AUC$^y_1$ is indicated by $y=1$ and $x$AUC$^y_0$ by $y=0$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A10: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of prolonged length of stay in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A11:** Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of prolonged length of stay in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUCY is indicated by $y=1$ and xAUC0 by $y=0$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A12: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of prolonged length of stay in the STARR database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with $(y=1)$ and $(y=0)$, respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A13:** Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean $\pm$ SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($\text{xAUC}; \text{xAUC}_{k}^{0}$) is indicated by ($y=1$) and ($y=0$)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A14**: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean $\pm$ SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A15:** Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), and cross group ranking performance ($x$AUC; $x$AUC$_{1}^C$ is indicated by ($y$=1) and $x$AUC$_{0}^C$ by ($y$=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A16: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean $\pm$ SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with $(y=1)$ and $(y=0)$, respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A17: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x$AUC; $x$AUC$^y_1$ is indicated by (y=1) and $x$AUC$^y_0$ by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A18: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of 30-day readmission in the STARR database. Results shown are the mean $\pm$ SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with $(y=1)$ and $(y=0)$, respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
A.3.2 Optum CDM

Supplementary Figure A19: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of prolonged length of stay in the Optum CDM database. Results shown are the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_1\) is indicated by \( y=1 \) and xAUC\(_0\) by \( y=0 \)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the result for the unpenalized training procedure.
Supplementary Figure A20: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of prolonged length of stay in the Optum CDM database. Results shown are decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the result for the unpenalized training procedure.
Supplementary Figure A21: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of prolonged length of stay in the Optum CDM database. Results shown are the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x\text{AUC}$; $x\text{AUC}_k^1$ is indicated by ($y=1$) and $x\text{AUC}_k^0$ by ($y=0$)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the result for the unpenalized training procedure.
Supplementary Figure A22: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of prolonged length of stay in the Optum CDM database. Results shown are decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the result for the unpenalized training procedure.
Supplementary Figure A23: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of 30-day readmission in the Optum CDM database. Results shown are the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_k^1\) is indicated by \((y=1)\) and xAUC\(_k^0\) by \((y=0)\)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the result for the unpenalized training procedure.
Supplementary Figure A24: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of 30-day readmission in the Optum CDM database. Results shown are decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the result for the unpenalized training procedure.
**Supplementary Figure A25**: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of 30-day readmission in the Optum CDM database. Results shown are the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_1\) is indicated by \( (y=1) \) and xAUC\(_0\) by \( (y=0) \)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the result for the unpenalized training procedure.
Supplementary Figure A26: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of 30-day readmission in the Optum CDM database. Results shown are decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with $(y=1)$ and $(y=0)$, respectively). Dashed lines correspond to the result for the unpenalized training procedure.
A.3.3 MIMIC-III

Supplementary Figure A27: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of ICU length of stay greater than 3 days in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC, xAUC$^0$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A28: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of ICU length of stay greater than 3 days in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A29: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of ICU length of stay greater than 3 days in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x\text{AUC}_k$; $x\text{AUC}^0_k$ is indicated by (y=1) and $x\text{AUC}^0_k$ by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A30: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of ICU length of stay greater than 3 days in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A31: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of ICU length of stay greater than 3 days in the MIMIC-III database. Results shown are the mean $\pm$ SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x\text{AUC}_1^1$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A32: Fairness metrics as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of ICU length of stay greater than 3 days in the MIMIC-III database. Results shown are the mean \( \pm \) SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with \((y=1)\) and \((y=0)\), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A33:** Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the **race and ethnicity** category is considered as the sensitive attribute for prediction of **ICU length of stay greater than 7 days** in the MIMIC-III database. Results shown are the mean $\pm$ SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x\text{AUC}$; $x\text{AUC}_k^0$ is indicated by $(y=1)$ and $x\text{AUC}_k^0$ by $(y=0)$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A34: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of ICU length of stay greater than 7 days in the MIMIC-III database. Results shown are the mean $\pm$ SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A35: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of ICU length of stay greater than 7 days in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_{\text{F}}\) is indicated by (y=1) and xAUC\(_{\text{M}}\) by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A36: Fairness metrics as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of ICU length of stay greater than 7 days in the MIMIC-III database. Results shown are the mean \( \pm \) SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A37: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of ICU length of stay greater than 7 days in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x\text{AUC}_k$) is indicated by (y=1) and $x\text{AUC}_k^0$ by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A38:** Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of ICU length of stay greater than 7 days in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A39: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of hospital mortality in the MIMIC-III database. Results shown are the mean $\pm$ SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC$^0_k$) is indicated by ($y=1$) and xAUC$^0_k$ by ($y=0$)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A40:** Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of hospital mortality in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A41: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of hospital mortality in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($xAUC_1^1$; $xAUC_2^1$ is indicated by $(y=1)$ and $xAUC_1^0$ by $(y=0)$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A42: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of hospital mortality in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with $(y=1)$ and $(y=0)$, respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A43: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of hospital mortality in the MIMIC-III database. Results shown are the mean $\pm$ SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC$^1_y$ is indicated by $(y=1)$ and xAUC$^0_y$ by $(y=0)$) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A44: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of hospital mortality in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A45: Group-level model performance measures as a function of the extent \( \lambda \) that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of ICU mortality in the MIMIC-III database. Results shown are the mean \( \pm \) SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance (xAUC; xAUC\(_k\) is indicated by \( y=1 \) and xAUC\(_0\) by \( y=0 \)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
**Supplementary Figure A46:** Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the race and ethnicity category is considered as the sensitive attribute for prediction of ICU mortality in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A47: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of ICU mortality in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($x$AUC; $x$AUC$_{1}$ is indicated by (y=1) and $x$AUC$_{0}$ by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A48: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when sex is considered as the sensitive attribute for prediction of ICU mortality in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with (y=1) and (y=0), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A49: Group-level model performance measures as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of ICU mortality in the MIMIC-III database. Results shown are the mean ± SD for the area under the ROC curve (AUROC), average precision (Avg. Prec.), the cross entropy loss (CE Loss), the absolute calibration error (ACE), the signed absolute calibration error (Sign. ACE), and cross group ranking performance ($xAUC; xAUC^A_0$ is indicated by (y=1) and $xAUC^B_0$ by (y=0)) for each group for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) with MMD- and mean-based penalties. Dashed lines correspond to the mean result for the unpenalized training procedure.
Supplementary Figure A50: Fairness metrics as a function of the extent $\lambda$ that violation of the fairness criterion is penalized when the age group is considered as the sensitive attribute for prediction of ICU mortality in the MIMIC-III database. Results shown are the mean ± SD for decomposed group-level metrics that assess conditional prediction parity (EMD and Mean Diff.) and relative calibration error (RCE and Sign. RCE) for objectives that penalize violation of threshold-free Demographic Parity (Uncond. MMD and Mean), Equalized Odds (Cond. MMD and Mean), and Equal Opportunity (Pos. Cond. MMD and Mean) on the basis of MMD- and mean-based penalties. Measures of conditional prediction parity are separately assessed in the whole population and in the strata for which the outcome is and is not observed (suffixed with ($y=1$) and ($y=0$), respectively). Dashed lines correspond to the mean result for the unpenalized training procedure.
Appendix B

Supplementary material for chapter 4

B.1 Supplementary tables

Table B1: Characteristics for cohorts drawn from MIMIC-III and the eICU Collaborative Research Database to predict in-hospital mortality 48 hours after ICU admission, following Harutyunyan et al. [146] and Sheikhalishahi et al. [147]. Data are grouped based on age, sex, and the race and ethnicity category. Shown, for each group, is the number of patients extracted and the incidence of in-hospital mortality.

<table>
<thead>
<tr>
<th>Group</th>
<th>MIMIC-III [146]</th>
<th>eICU [147]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>In-hospital mortality</td>
</tr>
<tr>
<td>[18-30)</td>
<td>873</td>
<td>0.056</td>
</tr>
<tr>
<td>[30-45)</td>
<td>1,890</td>
<td>0.086</td>
</tr>
<tr>
<td>[45-55)</td>
<td>2,916</td>
<td>0.097</td>
</tr>
<tr>
<td>[55-65)</td>
<td>4,047</td>
<td>0.109</td>
</tr>
<tr>
<td>[65-75)</td>
<td>4,410</td>
<td>0.130</td>
</tr>
<tr>
<td>[75-90)</td>
<td>7,003</td>
<td>0.184</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>MIMIC-III [146]</th>
<th>eICU [147]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>In-hospital mortality</td>
</tr>
<tr>
<td>Female</td>
<td>9,510</td>
<td>0.135</td>
</tr>
<tr>
<td>Male</td>
<td>11,629</td>
<td>0.130</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Race</th>
<th>MIMIC-III [146]</th>
<th>eICU [147]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>In-hospital mortality</td>
</tr>
<tr>
<td>Black</td>
<td>2,015</td>
<td>0.092</td>
</tr>
<tr>
<td>Other</td>
<td>4,129</td>
<td>0.163</td>
</tr>
<tr>
<td>White</td>
<td>14,995</td>
<td>0.129</td>
</tr>
</tbody>
</table>
B.2 Supplementary figures

In this section, we provide figures containing the results for each of the prediction tasks evaluated. Supplementary Figures B1 and B2 contain overlapping results with Figures 4.2 and 4.3 presented in main text.
Supplementary Figure B1: The performance of models that to predict in-hospital mortality at admission using data derived from the STARR database. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with pooled, stratified, and balanced empirical risk minimization (ERM) and a range of distributionally robust optimization (DRO) training objectives. For both ERM and DRO, we show the models selected based on worst-case model selection criteria that performs selection based on the worst-case subpopulation AUC or loss. Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by "rel") is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B2: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality at admission using data derived from the STARR database, following model selection based on worst-case loss over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome ( Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
**Supplementary Figure B3:** The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality at admission using data derived from the STARR database, following model selection based on worst-case AUC over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
**Supplementary Figure B4:** The performance of models that predict prolonged length of stay at admission using data derived from the STARR database. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with pooled, stratified, and balanced empirical risk minimization (ERM) and a range of distributionally robust optimization (DRO) training objectives. For both ERM and DRO, we show the models selected based on worst-case model selection criteria that performs selection based on the worst-case subpopulation AUC or loss. Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by "rel") is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
**Supplementary Figure B5:** The performance of models trained with distributionally robust optimization (DRO) training objectives to predict prolonged length of stay at admission using data derived from the STARR database, following model selection based on worst-case loss over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
**Supplementary Figure B6:** The performance of models trained with distributionally robust optimization (DRO) training objectives to predict prolonged length of stay at admission using data derived from the STARR database, following model selection based on worst-case AUC over sub-populations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B7: The performance of models that predict 30-day readmission at admission using data derived from the STARR database. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with pooled, stratified, and balanced empirical risk minimization (ERM) and a range of distributionally robust optimization (DRO) training objectives. For both ERM and DRO, we show the models selected based on worst-case model selection criteria that performs selection based on the worst-case subpopulation AUC or loss. Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B8: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict 30-day readmission at admission using data derived from the STARR database, following model selection based on worst-case loss over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by "rel") is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B9: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict 30-day readmission at admission using data derived from the STARR database, following model selection based on worst-case AUC over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B10: The performance of models that predict in-hospital mortality using features derived from data recorded in the first 48 hours of a patient's ICU stay for data derived from the MIMIC-III database, following Harutyunyan et al. [146]. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with pooled, stratified, and balanced empirical risk minimization (ERM) and a range of distributionally robust optimization (DRO) training objectives. For both ERM and DRO, we show the models selected based on worst-case model selection criteria that performs selection based on the worst-case subpopulation AUC or loss. Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B11: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality using features extracted from data derived from the first 48 hours of a patient's ICU stay using data derived from the MIMIC-III database, following Harutyunyan et al. [146], following model selection based on worst-case loss over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B12: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality using features extracted from data derived from the first 48 hours of a patient's ICU stay using data derived from the MIMIC-III database, following Harutyunyan et al. [146], following model selection based on worst-case AUC over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-Bl), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B13: The performance of models that predict in-hospital mortality using features derived from data recorded in the first 48 hours of a patient's ICU stay for data derived from the eICU database, following Sheikhvalishahi et al. [147]. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with pooled, stratified, and balanced empirical risk minimization (ERM) and a range of distributionally robust optimization (DRO) training objectives. For both ERM and DRO, we show the models selected based on worst-case model selection criteria that performs selection based on the worst-case subpopulation AUC or loss. Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B14: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality using features extracted from data derived from the first 48 hours of a patient’s ICU stay using data derived from the eICU database, following Sheikhalishahi et al. [147], following model selection based on worst-case loss over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-BL), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffixed by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Supplementary Figure B15: The performance of models trained with distributionally robust optimization (DRO) training objectives to predict in-hospital mortality using features extracted from data derived from the first 48 hours of a patient's ICU stay using data derived from the eICU database, following Sheikhalishahi et al. [147], following model selection based on worst-case AUC over subpopulations. Results shown are the area under the receiver operating characteristic curve (AUC), absolute calibration error (ACE), and the loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations for models trained with the unadjusted DRO training objective (Obj. Loss), the adjusted training objective that subtracts the marginal entropy in the outcome (Obj. Marg-Bl), the training objective that uses the AUC-based update (Obj. AUC), and training objectives that use adjustments that scale proportionally (Obj. Prop-Adj) and inversely to the size of the group (Obj. Recip-Adj). Error bars indicate absolute and relative 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations. Relative performance (suffix by “rel”) is assessed with respect to the performance of models derived with ERM applied to the entire training dataset.
Appendix C

Supplementary material for chapter 5

Supplementary Figure C1: The result of the most recent low density lipoprotein cholesterol (LDL-C) measurement versus the estimated risk of ASCVD within ten years.
**Supplementary Figure C2:** The performance of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex. Results shown are the relative AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss of AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss of AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C3: The net benefit of models that estimate ten-year ASCVD risk, stratified by race, ethnicity, and sex. Results shown are the net benefit (NB) and calibrated net benefit (cNB), evaluated for the utility functions implied by the choice of a decision threshold of 7.5% or 20% and assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss of AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss of AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C4: The performance of models that estimate ten-year ASCVD risk for subpopulations defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes. Results shown are the relative AUC, absolute calibration error (ACE), and log-loss assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained ERM, regularized objectives that penalize differences in the log-loss of AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss of AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C5: The net benefit of models that estimate ten-year ASCVD risk for subpopulations defined by the presence or absence of chronic kidney disease (CKD), rheumatoid arthritis (RA), or type 1 (T1) or type 2 (T2) diabetes. Results shown are the net benefit (NB) and calibrated net benefit (cNB), evaluated for the utility functions implied by the choice of a decision threshold of 7.5% or 20% and assessed in the overall population, on each subpopulation, and in the worst-case over subpopulations following the application of unconstrained pooled or stratified ERM, regularized objectives that penalize differences in the log-loss of AUC across subpopulations, or DRO objectives that optimize for the worst-case log-loss of AUC across subpopulations. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C6: The net benefit evaluated for a range of thresholds across racial and ethnic groups under the utility function implied by the choice of a decision threshold of 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C7:** Decision curve analysis to assess net benefit of models across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter \( \lambda \), is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C8:** The performance of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter \( \lambda \), is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Supplementary Figure C9:** Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter \( \lambda \), are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C10:** The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty under the utility functions implied by the choice of a decision threshold of 7.5% or 20%. Plotted, for each group is the net benefit (NB) and calibrated net benefit (rNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Supplementary Figure C11:** Satisfaction of equalized odds for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C12: Decision curve analysis to assess net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C13: The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty under the utility function implied by the choice of a decision threshold of 7.5%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C14: The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty under the utility function implied by the choice of a decision threshold of 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (rNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C15: Model performance evaluated across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Supplementary Figure C16: Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C17:** The net benefit evaluated across groups defined by sex under the utility functions implied by the choice of a decision threshold of 7.5% or 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter $\lambda$. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Supplementary Figure C18:** Satisfaction of equalized odds evaluated across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C19: The net benefit evaluated for a range of thresholds across groups defined by sex under the utility function implied by the choice of a decision threshold of 7.5% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C20:** The net benefit evaluated for a range of thresholds across groups defined by sex under the utility function implied by the choice of a decision threshold of 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit ($\text{cNB}$) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C21:** Decision curve analysis to assess net benefit of models across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a MMD-based penalty. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C22: Model performance evaluated across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Supplementary Figure C23: Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C24: The net benefit evaluated across racial and ethnic groups under the utility functions implied by the choice of a decision threshold of 7.5% or 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter \( \lambda \). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Supplementary Figure C25: Satisfaction of equalized odds evaluated across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C26: The net benefit evaluated for a range of thresholds across racial and ethnic groups under the utility function implied by the choice of a decision threshold of 7.5% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter λ, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C27**: The net benefit evaluated for a range of thresholds across racial and ethnic groups under the utility function implied by the choice of a decision threshold of 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C28**: Decision curve analysis to assess net benefit of models across racial and ethnic groups for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C29:** The performance of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Supplementary Figure C30:** Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C31:** The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20% under the utility functions implied by the choice of a decision threshold of 7.5% or 20%. Plotted, for each group is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter λ. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Supplementary Figure C32:** Satisfaction of equalized odds for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C33: Decision curve analysis to assess net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (rNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C34: The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20% under the utility function implied by the choice of a decision threshold of 7.5%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (rNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C35:** The net benefit of models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20% under the utility function implied by the choice of a decision threshold of 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (rNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Labels correspond to Asian (A), Black (B), Hispanic (H), Other (O), White (W), Male (M), and Female (F) patients. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C36: Model performance evaluated across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the the area under the receiver operating characteristic curve (AUC), log-loss, and absolute calibration error (ACE). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

Supplementary Figure C37: Calibration curves, true positive rates, and false positive rates evaluated for a range of thresholds across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, are the calibration curve (incidence), true positive rate (TPR), and false positive rate (FPR) as a function of the decision threshold. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C38:** The net benefit evaluated across groups defined by sex under the utility functions implied by the choice of a decision threshold of 7.5% or 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group is the net benefit (NB) and calibrated net benefit (cNB) as a function of the value of the regularization parameter \( \lambda \). Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.

**Supplementary Figure C39:** Satisfaction of equalized odds evaluated across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted is the intergroup variance (IG-Var) in the true positive and false positive rates at decision thresholds of 7.5% and 20%. Recalibrated results correspond to those attained for models for which the threshold has been adjusted to account for the observed miscalibration. Relative results are reported relative to those attained for unconstrained empirical risk minimization. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
Supplementary Figure C40: The net benefit evaluated for a range of thresholds across groups defined by sex under the utility function implied by the choice of a decision threshold of 7.5% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C41:** The net benefit evaluated for a range of thresholds across groups defined by sex under the utility function implied by the choice of a decision threshold of 20% for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
**Supplementary Figure C42:** Decision curve analysis to assess net benefit of models across groups defined by sex for models trained with an objective that penalizes violation of equalized odds across intersectional groups defined on the basis of race, ethnicity, and sex using a threshold-based penalty at 7.5% and 20%. Plotted, for each group and value of the regularization parameter $\lambda$, is the net benefit (NB) and calibrated net benefit (cNB) as a function of the decision threshold. The net benefit of treating all patients is designated by dashed lines. Results reported relative to the results for unconstrained empirical risk minimization are indicated by “rel”. Error bars indicate 95% confidence intervals derived with the percentile bootstrap with 1,000 iterations.
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